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FOREWORD

This report Is tha flrst volume of @ two-volume final report prepered
by the School of Electrical Engineering, Purdue Unfversity, under USAF
Contrect Mo, AF 33(6168) - 6890, Project No, 82293, Tesk No, 02181, The
contract le edminlstered under the direcilion of the Flight Control Lebors-
tory, Wright Alr Development Divislon, Wright-Patterson Alr Force Bese,
Dayton, Chip. by Lt. P, C. Gregory, the inltletor of the study,

This volume presents the davelopment end snelysis of & perticuler
class of sdaptive controls under the sssumption of the svelleblfiity of
identi¢ication Information. The second volume deais with the |imlte on
the Identificetion time for )lnear syctems for a number of Identificstion
technl ques,

For the past year Purdue Unlverslty has hed pertia! support by the
Alr Force In s rather brysd study of sdeptive control systems. The
study wee Initlsted some two and one half yeers ago and lg stiil! con-
tinu.ng, During this genersi research e«ffort s number of critical srecs
in the theory of sdeptive control have bsen uncovered, 1n several of
these erecos speciflc rosesrch objectives were set and results obtelned,
while In other aress work remalns to de done,

Ono of these criticai ereas end thet covered by this raport ls
the unnecesssry restricilon of the sdjurtment procedure to lncrementasl
or continuous edjustment of physicel perameters, This l¢ the parsmeter
adjustment solution to the control signai modlification probiem, Thw
wore general procedure, discussed here, iles In control signel synihesis,
in which & new signel is genersfed with which to drive the plent so es
to echleve optimum response,

This uom;-l report bas besn reviewed and is approved.
¥, A. 8LOAN, Jr.

Colouel, USay

Chief, Flight Control Division
A¥ Flight Dynsmiocs Leburatory




A second ~riticel area thet hes bsen under Investigetion et Purdue
(s the (dentl .cation problem. In Volume 2 of thls final regort Ceoper
ond Lindanisuh report on thelr study of the speed and accuracy of varlous
identificetion schemes which do not require e prior} Informetion concern-
ing the plont,

Independent of Alr Force support, Schiewe has reported on his onalysis
of suitl-dimenslongl edeptive systoms which measure not the impulse response
of the plant byt only certsln importent aspecte of thet response and
Evelaigh hes compered {ncrementai ve. sinusoldal perturbation In multl-
dimensional odeptive systems for spaed of response and hunting lose, Tou
end hls co-workers, Joseph end Lewla, hove been actively studying the
digitel adeptive prodlem end schleved very encourugling resuits,

Work ls continuing now on new, fest ldentification schemes ond
theoretice! ensiyses of ldentificetion with a prior! Information, As
wel! aa in the newer and relatively unexplored ares of systems which ¢ ¢~
hibit lesrnlng, These require memory capacity end axtended logie in the
sdeptive loop end the cepacity for modlfying the control lew In sccord

with generatized performance criteria,

ASD TR 51-28 Vol I




AASTRACY

A new tless of control systems ternrzd pradictive adeptl!ve controls
is dawalansd and Sho CoriGimenuve charscierisrics are Investigated enelytl-
cally and experimantally,

The concepts of signel predliction, Intervel control, and synthesls
of the control verledle by s sum of orthionormsl paiynomials in t ere
Introducead ond developed In reiatlon to adeptive contral, A modifled
feast squeres integral index of performance Is formulated and used as
the crit~rlon 7.~ -vgtem optimization, Control of dynamlic processes lo
subdivided Into intervals of a apecifled tength T and prediction is used
to ob?ain estimetec of future values of system error,

Minimization of the index of uarfo.ience lesds to & femily of control
lows which specify the structure of the cov':oller, The resulting control
conflgurstion Is optimum in o speclflic methematical sense ond is reedliy
rasiizable with svelilsbie physice! cemponents, The edepi!ve cepabliity
Is achieved through time-verying geins which ere specific functione of
the unlt impulse response cf the dynaslc process belng controlled,

Predictor design !s presented in terms of the clesslcs! Wigner-Loe
theory, end a relationship for control intervel! length as a function of
prediction accuracy Is developed,

Presiminery dosign of the cm'r&llw Is consldered from the viewpoints
of relative welighting of aystem error end control effort, control Interval
fength T, end the number of terms needed {n the orthonorme! polynomlel aum
spproximetion of the control verlable, A method of obtaining en anglneer-
Ing cstimate of the letter quantlty s developed and l1lustirated by three
aximples, two of which ere lnvestigoied exparimenteliy,
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Two applications of predicyi/e odaptive contral sre loventigated on

an snatog romputer, The two dymes!s nprocesses used ere ¢ flrst-order proc-

DAY AR RGO e A § RIS it A

sum WIOSe perpmpter varies ~yo- a """.‘ ::f ten o one end s wrcond—order
process whose parsmeter verica In such & wenner thst [he 'procon is un~
cieblu aft ome extresmsn and heevily denpes uwt the other, Vhe resuits of
tiras basic experimentn which eveluate tha steedy-~wtate adoptabliity,
*vonsient response, and stetlcticel signal response of the twe uystems
ore repocfed, It la found that all three ospects of system performance
improve with decreasing control intervel length. but that the aminlmum
: value of the twivcwsws 1angth which con be used Is iimited by the accurecy
of the tlaaeverying galn end controller circultrv, 1mpirovad periformence
which con be echieved by Incressing the reictive walghting of system
errss end control o ffort, e limlted by sufuration conslderetiohs,
I’Moroflc.ll results that ~alnt to the ased fur kaeping the controf in-
terval. ieagih short to preserve stabliity, predictlon sccurscy, snd loss

of contre’ Jus to process peremeter drifi ere substantlietud by the wxperl-

- ey emr e s,

mental resuite. For the two syetems luvestigeted 1t 1s found that satie-
fasctory control Is schisved If the interval longth ls chosen so that
process parsmeter orift is no more then 48 per control Iatervel, 4.

figure of 58 wes estimated originelly,

A one-term opproximetion of the wmiirol verisble lx vsed to coniral
the ¢irat-crder process and ls found to glve satiefactory performsnce.

A four-term approximation ls found to glve ediyuote control of the sacond-

order process wheress the three-term .pproxlntlcnz_do_co not, These resulits

beer cut the predictions made In the theoretical anelyses,.

ASD TR 61-28 Yol X
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;: CHAPTER 1

ni ' INTRODUCTION

;J ? The need for precise control of dynemic processss hes stimulated
;; z Interest In the development of theories and methods for optimiziag

control systews. Mezen [1] In 1934 end Hell [2] in 1943 inltisted what

i

ls todey termed the conventlonal design of feedback control systums.
\ Thelr work was followsd by thet of Wiener [3] 1n 1948 which forms the
; foundatlion of clasalicel snalyticel design theory of optimum controls.
As originalily formuiated, Wienwr's methods ore appilicable only to Iineer,
time-inverient dynamic proco<ses which ere to be optimlzed with respect
to o lesst-squares figure of merit or performance Index, Usually, the
optimization amounts to speclfying a compensetion scheme which maxl-
mizes, winialzes, or glvas o perticuler value to the speclfied Index of

| performence. Booton [4], in 1952, extended Wisner's work further by

\ using snsemble averager Instasd of time aversges, His results jermit
the optimizetion of tinser, time-verying dynsmic processes subjected to
stochastic slgnals possessing elther time=Inverfeant or tlme-verylag
statistics, This ls in contrast to Wewton's [3] methods which ere re-
stricted to time«inveriant dynsnic processes with deterministic and/or

stochestic slignals having time-inverient stetistics,

Mathews and Steeg [6], end Booton [7], tn 1996, studled the response
choracteristics of torminal, or flnal-velue conirole. Thelr wwk pre-
sents the aneiytical design of @ cless of tion=Iincar systemc but Is

restrictive buceuse only one point of the response, the terming! polint,

Is conaldered.

, 1,1 Adeptive Controls

More recently, considersble interest has centered sbout a new cisss

of control systess terwed sdoptive [8] or seif-adeptive controls (e].

/ Nanuecript relsased by the suthors 1 hbmr.r 1961 for putlication as an
ASD Yechnical Report.
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Vi miewame ax Shic Uod L o4 is iwdicoieg % 8 Jenginy Divitoegraphy on the
subject compiled by Stromer [10],

An vdsptive control system is defined here ss a contro! syotem which
lu capsble of monltaring 1ts own performanca with respect to e glven
index oi performence or optimum conditlon snd modidying Its behaviur by
cionsd-loop action in such a mennar as to optimize the Index of perform-
ence or spproach the optimum condition., The necaselty of such systems is

spparent Iln the control of dynami~ processses whose opersting chsrsacter-

"istlcs very over a wide renge during normal operation., For example, such

dynsmic processsas se h gh~upead aircraft, spece vehicles, snd cheasicel
plants experience wide verlations In their savironments tiwoughout thelr
course of operstion, This places hesvy demands on the!r control asystems
which cannot be et in & completely sefisfectory manner by conventions!
contreliers. The resson for this Is clear when one recalle that conven-
tlonai designs ere besed on setisiying one or more design criterie
sseuming the dynamic process s ineer snd timo-iaverient throsghout Its
performance enveiope. Ar exemple In polnt here le the minimizetion of
the Integrel~square-error of & positionel coatrel system for s rame In-
put e ject to @ c&'ﬂnlﬂ‘a the mean-equere nolee pewer In the oulput,
At best, thls problem could be trosted by conventions! methods only If e
compiete knowledge of the tims-invarient or time-verying character of
both the fined elemsnts and the signals 1s cvalladbie @ priorl, Unfortu-
natuly, the dynamic processes mentioned sbove ere calied upon to functlon
in enviroaments whick are at most only partioliy known u priorl!, Hence,
the Information needed to effect & conventlona! dusign for such @ process
Is not avelisble unti! the process hes tegun functioning, A3 & ruselt,

the use of control systems, capuble of monitaring, svelweting, erd

uodlleaa their performance to meet the damunds of control dictated dy
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cheneing snvirunmrnt Is sandatory for such dynremic processesn, Moveuver,

resul{ of chan:ing enviroment, ‘he goa? ar task of the control

systans may change and the welghting of system error may become maro or

feas Imporient,

In summery, exemple coituntions where the uar of sdaptive contrsi ls

wercanted mey oo closslfisg Broadly &3 follows:

1. T chornctoflution cf the sysemic process Is an unknown function

of the cmlvtromm to which the dynemic process is wubjected,
The goa! or tesk of the control sntu. changes with environmeny,
For example, the tesk of © chem!ical nrocess controller during
normai cosration s to melnteln such process (arameters es

temperatures, pressures, flow rates, and product quuilties ef

thelr desired veluas, On the other hand, during startup the

controlisr must change the process vorisbles as repldly as

possidlie to echievn the desircd stesdy-stete,

1
The Index of performance used vr evziuate the performanc: of

the dynamic process changes with time. For example, small devi-

ations from the desliec trajectory of a balilstic wmissiie must
be zeighted more hoavily during the tarmine) phese of the trajec~

tory than they are durliig the earller phases of the Flight path,

Statement of the Adeptive Contro! Problem

Te

2.

The definition of an sdaptive control yyttem lmplive thres functions

which ihe system must be cepsble of perfaiming [11]:

Provide Information sbout the cherecter of the dynamic process,
l.e,, laentify the dyneric process,
Evaluste the porforinmv of ihe dynamic process with respeci to

an Index of performence and make & decislon on haw to achieve

optimum performance,
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P Indtints medivication of wigrels and/or dynemic procesu pare-
melars tn order to realizs optlmuwn performance,

hence, the generani problem of adeptive control divides logiceily
laje three pasic probloms: [denslification, decision, and mméamg,
Eacth of these hesic probiswg fn Ilawif represents o (;@leée sres of |
reusersh, chbawr, any rogesvch wffort concerned with oneof these cen
procuvd lagicelly ondy if Hsé othar two aspecis of the over-cll problom
pre kupt in uén&Q & bi-n;u_pc' diwyrex depleting the subdivision of the
sdoptive conirat pf@blm:ln'é its three logice! phases is shown In
Fig. 11, | B .

This research le concerasd with o naw mathod for schieving wodifi-

. cation sszaning that tdentification informetion tu svailable continuousiy;

snd the! an }ndex of performanca has boen speclfied. The Index of per-
tormancy to @ used in this reiesrch is formulated in Chipter 2,

Since this resesrch deals with én épro«;h to the modliicetion prob-
lem, only a sumary of the ull_ont featuvras of the E.dcn.iﬂcu‘lon ond
decloion phuses of the aver-all problem (s glvsn mh.

1.3 The ldentification Problem

The Identificetlon problew is the problew ¢ obtaining & descrip-
tlon of the relstionship be ween the input mit) end the output cit) of
4n unkiown dynamlic process as shown in Flg, 1-2, Mathematically, the
frobles !s one of determining the functiona! transformation G between the
vnr!lulna wi(t) and () given by

cit) = 6 Et(ﬂ]- ti=1)
whare ? is the Independent verlable, time.

Two bsslc _fﬁqu!rsmnn of any identiflicetion procedure ars:

1. It must perform the ldentificetion tunctiaon without excesslveiy

disturding norwo! operation of the dynamic process,

! CRE 3 ISR 3% 71+ &
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2. 1t must perform the identification function in an interval of

time comperable to the Intervai of time for which the significant
identification nformation Is valld,

Both requirements ace essentiel In order toc perform edaptetion con-
tinuously without recourse to halting system operation, taking measu—ewents,
end apending voonsiderable ﬂfrorf In computstion in ordir {o obtein identi-
flcetion information,

for the impulse responza r_eprennnﬂon the functional transformetion
G of Eq. -1 assumes the form .
1.p-1
1

L)
Pt O

[} -
Ba PT +Bpq P

+.“-I-a1p+0°

G :
+.,._z.+b1p+b°

(1-2)

where p Is the cparator 3‘;. nxmis r;qulrcd for phyalcal reslizsbility,
end the &) ond b; are constents or slowiy varying functions of time t,

Vericus identification schemes heve been investigated by Bravn [12],
Ketmen [13], Turln [14]. ond Joeeph, @t 8!, [15]. Theas methods wiil not
be reviewnd here becasuss they sre not relevent tu the work which follows,
Howover, the spprosch to the identitication problem glven by Levin [16]
could La usad with the sclution of tha modification problem given In this
reseerch to form a conplete adeptive contro! gystem., Lavin's procedure
for ldentiflication Ie outlined below,

The method proposed by Lovin employs sempling of the Input and cutput
signeis of the dynemic precess, snd requires no speclel teat signel et the
frout to the process being identlfied, Thie lattir preperty parmits
I«W?iflclf,lqn of -dynsmic processcs within control loops, & feature which
Is needed In the adeptive controls developed In this rescerch, Since
the procedure can be repwafad porlodl)cclw, 1t la eppllcable t3 Mlnge~.
siowly time-virying procuuves. Tt;o schone is simlier 9‘9'cwmmt.,.r;carr'rm‘-.on
[17] since the result of esch Is @ wet of u-iplc polnts of ik u-

pulse rasponse of the dyremic procass,




e

e e aaiant

e 4

e

RN g e o o e

-7 -

The model assuned s indicated In Fig, 1-3, The process Input is
denoted by m(n} and the resulting output by cin) where n denotes tha
number of the sompling Instent, The sampling Instants sre sssumed to be
separated by suze time Interval t, so that the nth ssmpling Instent corre-
sponds to time ¢ = nt.. In order to develop & realistic identitication
procedure, Levin assumed the presence of uncertainty in the messured
oufput, This 13 denoted by the disturbence uin) which is sssumed to be
a stationery, Geuasien, white nolse signel with zero mean,

In the discrete forzuletion, the saquence of cutput values of the

assuved wode! becomes

cin) = E wip) min-p} + uln) {1=3)
p=0

for nx p.

Physiceily oniy a finlte number of the wip) cen be determined and,
hence, the impuise response is spproximated by 8 finite set of velues,
wi(0), wil), ... , wiP) where P iu chosen such that wip) =2 0 for p> P,
This epproximation Is ususliy valld for most physical systems,

A typlceal set of Input snd cutput obeervatlons sre shown in Fig, 1-4
to indiceta the reiation of one to the other, The foillowlng sssumptions
were made by Levin In the derivation of the set of algebraic equstions
whose solution givea the win);

1. wip) = 0 for p>P for some P20,

2. wmin) Is observed for O.€n<N and i3 not ldenticeliy zero In

this Interval,

3. cin) ls observed for O Nas N + P,

i
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The results of Levin's derivation mey be summarized resdiiy 1§ the

foliowing matr:x notetion is employed:

c(P)
ciP + 1)
[c] - . (1=4)
ctP + N)
w01
L 4
w (1)
[u'] « | . (1-8)
L-’m
&end
P— -
n{P) mP+1) , .. miP+N)
[-] - » . . ¢« o . (‘-6'
m{0) mit) e« s o MmN

where w' in) s the best mean-square estimate of win), the latier belng
i ¢ exect velue of the impulse response wit) at time t = ntge
Then according to Levin's development, the w"(n) satisfy the norwmail
equetlons
1 [+1761 - (-1 ]
where fu]' is the transpose of the matria [n].
~ amall speclel-purpose digltei computer could be dasigned and pre-

progresied to soive the set of equations Indicated in Eq. 1~7,. Thias
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Information could then be utlliized by the modiflcetion portion of the
edaptive system,

1,4 The Decislon Probiem

T"se declslion problem deals with the development and specification
of snalytical methods by which dynamic process performance coan be evalu-
ated and from which s stretegy to achieve adaptation cen be evolved,

The most common method of process evealuaticn utliizes the notion of an
index of performance. An index of performence Is defined os o functional
relationship involving dynamic process charscteristics in such & manner
thet the optimum operating chearscteristics can be determined from It,

Numerous indices of performence have been irusted In the litersture
[la. 19, 20]. Hence, only the concepts which underiie the index of per-
formance tc be developed In Chepter 2 and used in thls research sre glven
here,

The most common indices of performence used In present day control
technolcgy sre those which employ some arbltrary function of system error,
In this context system error ls defined to be the difference betwesn the
desired velus of the process stete and the sctual value of the procoip
state, Symbollcally,

1 = Flettd] (1-8)
where I = Index of performance
elt) = gystem arror
§ = gome arbltrary fu.ctione! operation,

In applying the concepts of dynamic programming to the optimization
of control processes, Belimen [21] postulated s rather brosd cless of
indices of performence In terms of cost functlons, Conaider the dynamic
process showm In Flig, 1-% and let the sfete of the process be characterlzed

by @ vector® Cl1) and let m(t) be the input or control vector. Further,

“a vector as used here le defined s & column matrix,
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let ¢ (1) represent the desired state of the process, G[EQH) - ?:'Hzl
be @ function measuring the cosi of deviation of cit) from c (f), and
) [;H!] be & function ssesuring the cost of contral. Then the total
cost function or index of performence, denoted J [Lélil, F(H_ , becwas
‘ 3| cn, Euﬂ -5 [E‘om - EmJ + u[im]. (1-9)

Observe that the total cost function consists of two paris, The
flrst is sctuslly a mewsure of system error as discussed eoriler, while
the second is a measure of the amount of contro!l effort exerted Iin driving
the process from [ts present state to the desired stete. While dynamic
progremalng concepts are not used in this resssrch, the formulation of
Eq. 1~9 srd its lnterpretation ss 8 compounded cost function ls basic for
the work to follow,

1,9 The Aodif!cetion Problem

After the ldentificetion snd decision problema have been solved, the
sdeptive inop must adjust or modify the dynamic pro'cnu to bring it to the
desired state, Mcditication Is usually based on the fallowing information:

1. Tha desired stete of the dynamic process,

2, The present state of the dynamic process,

3, The cheracter of the Input-output relationship of the dynamlc

process,

4, The Index of periormence chosen as the messure of system per-
formence. _

Concentuelly, the wodification phese of the adaptive control problem

may be viewed as computer control! of ths dynamic process ss shown In

Flg, 1-6, Typlcel aperations which might be required of the computer con-
troller Include evaluation of the indax of performance, generation of
control signais for the adjustment of peremeters, and/or generation of new

slgnois to be appilad directly to the input of the dynamic process,
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The presant onroach fo fhe wadicloction o lilem uTi{IIR3 B CcoORCepd

celled control signal modi¢ication es shown In Flg. 1-7. Control slanai

wodificat! .. ls definad as the spplicetion of linear time-vorying and/or

non!ineor oparations on the actuni system input to derive s control slignel

which actuataos the dynamlc procass. This spproach lends Iiself to two In-

tarpretsiions which ere termed paremeter odjustment and control signel

synthesls,

Parometer Adjustment, This method perforws modlfication dy adjusting

the perameters of the dynamic process end/or & compensation scheme fo ast-
(afy the Index of performence. See Fig. 1-8. Since thy control require-
Benta very with time due io changes I process dynemics end process
signels, the adjustment of the peremeters lo @ tlme—varylng operetion,
Claerly this egprosch schieves modlflcetion by alrect racourse te the
shaplng of the dynamic process transient response. The work of Anderaon,
et al. [22] 1s one of the mare taterasting epplications of the paremeter
odjustment mathod, The aystem, which Iz shemn in Fig, 1-9, utilizes the
Impuise=-rosponse-sres ratlo sc the index of performance. The techalque
provides @ meois for the system to adjust ite peremetors for optlmum dy-
namic response by using @ nuli-type lndex of performence,

The perameter adjuatment wspproech modlfles the control signsl
Indirectiy by menlpulating the perameters of the alements employed in the
over~all system. Ite primery function Is to shape the dynamic process
transient responsa in accordence with the dictetes of the Indax of per-

formancae,

Control Signal Synthesis. Rathar thon modify the cortrol signal ln-

direztly, thls spprosch uililzes the ldentiflcation ant decision Inform-
ation to synihesize o new controf slgnetl wiich fs then used to sctuate the

dynamic orccers, The schema is showm In biock wisgrum formin Fig, 1-10,

IS SRR D5 R 28 A 8
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Control Signei Syrthesls Appromch to the
Nodiflicetion Problem,
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Basicelly, this approsch is concerned with obtaining an optimum approxi-

metion to the deaired response by operating on the informatior. contelned

in the index of performance to derive the wctezting signal,

fa certain apalicarions It mey be lmpossilble to alter the charecter
of the dynemic process or of & canpenaetion scheme In crder to achieve
VOD"lH. operstion, This situstion will arlise In those cases where process
perameiers must be controlled Indirectiy necsuse the proceas hes no physi-
cal sdjustments aval lable,

In sunmery, both opproasches sre concernad with asltering the nature
of the control signal which actuates the dynamic process being controllied,
However, the first mathod schieves this goel indirectly by scting through
the sdjustable system perameters, whereas the second does it direckly by
creating a new control signal, While the perameier adjustwment method
shapes trensient response direcily, the contral sipnal synthesls schewe
treats It Indirectly since the process impulse recponse wiil inverisbly

sppaer In the formulation of the index of performence. In @ sense, the

two approaches sre similer with the rotes of trensient? response shaping
snd control signel generstion inter-changed., Howaver, it Is useful fo
separate the fwo in on cperstions! sensa,

1,6 Reseerch Objectives

i The firet objective of this rescarch is to cevelop » naw class of

adeptive controle, The ultimate result wili be & confrol conflguraticn

which is optimam In & specific methematical sence ens ls resdily reeatiz-
able with aveilable physical components, Tha corcopis of predictlor and
intervel contrel, which sre dafinee in Cheptor 2, wit] be amplioyed to

schieve thie objective, The focel point of the tirst resenrch objective

Ie modlficetion b+ control signal synthesis,
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The sacond objective of this work Is to evaluate the performance
cheracteristics of this naw class of adaptive controia, Analytical and
experlmentel methods are amployed to achleve *his second objective. The
resuiis of the two methods sre compared and used fo svaluste the cless of

edeptive controis developed,
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CHAPTER 2
DEVELOPMENT OF THE MONIFICATION PROBLEM

The purpose of this chapter Is to develop the medificetion probiam
in torms of the concepts of prediction and intervael control, end to
formulate the Index of performence to dbe used in this research.

2,1 Prediction in Adeptive Control

A nunber of resserchers EB, 2g heve Investigetad the use of predic-
tion in conventlonal comuunication and control systems wlth ressonable
success, [t Is fo be expected, then, that the lncorporetion of prediction
In adaptive controis might ald the over-all system In combating erratic
ond undesirsdle behavior In the dynamic process, By anticipating wide
veristions of the ectue) ~esponse from the desired response, the sdoptive
ioop is given “lesd" time t0 synthesize, with the ald of & specifled
Index of performance, the control signsl which will offset the eifects of
theee veristions, Hence, prediction sppesrs to be o desirable festure in
adeptive controla,

2,2 Concept of Interva! Control

Prediction must be besed on the past history of the function being
predicted., Also, wall-known results from prediction theory [25] Indlcate
that prediction sccurecy deteriorstes with an increassing prediction in-
tarvel tengih., Hence, @ finlte prediction Interval length T must dbe used
to meintelin a specitied prediction eccuracy,

Because of this preadiction requirement, @ ressonsble engineering
approach to the modificetion probiem is to divide ihwe process control
into intervals of length T as shown !n Flg, 2=1, Then, Informetion
gethered during the intervel - T t =20 can bo used to achiave optimum

control over the interval 0 < t< T, By letting t = 0 be the present
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time, the interval O < t« T isay be chosen as tha reference interva! over
which the process Is 1) be optimlzed, Hence, with respect to actual syu-
tem time, the peint t = O corresponds to the beginning of 8 control
interval of tength T Into the future. &y using a fixed prediction inter~
vel length T snd opereting on dete as they occur in the Intervei -T< t £ 0,
e predictiion of the desired response and actuas! response of the dynmmic
process for the interval O & t=£ T can be obtalned during tha former in-
terv I, This result then permits the sdeptive locp to take actlon at
t = 0 to optimize dynamic process performance during the reference control
interval O t =T,

This subdivision of the cptimization into intervalas will permit the
use of the classical z-irsnsform method [}6] to enalyis certaln response
cherscteristics of the cless of controia developed,

2,3 Formuistion of an Index of Performance

Consider the singlie-dimensionei dynemic process shown in Flg. 2-2
heving the input verisbie m(t), the output veriable c(t), end external
disturbance uit), end the unlt Impulse response wit,7 ) which is time-
varylng se e function of environment E. The unit Impulce response wit,7)
is defined hera az the response of the dynamic process at time t to an
impuise spplled ot time 7", A modified least acueres index of performance
will be formuleted for this process by consldering an Interval of length
T in the future, where t = 0 Is token as the present time, It will differ
from conventione! least aqueres indices of performence In the following
weys:

e The process wiil be opti-iized over a future Intervel of time T

and no ervors before t = O will be walighted,

2, Provision wlli be mede for unsquel welighting of syatem error

during the control Interveal,
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3. The existence of & model characiarizing the desired Input-output

transformetion of the dynamic pricess wlll be assumed,

4, Prediction will be used to estedblish the future values of the

desired response,

3, The control verlsble mit} will be manipulated in the present

{t = 0) %o optimize process response In the future,

The resson for not w:ighting system errors in the past is because
no control cen be effected In the present or future 1o reduce these
srrors,

In oftempting to optimize the dynemic process of Flg. 2-2 over all
time, the classical index of performence is the Integrel-squere-error

glven by

o0 2
I = X Eo‘" - cm] dt (2-1)
-0

where
Colt) = deslirad process response
clit) = actual process reaponse
t « dumay verivble of integration, time,
Howaver, since optimizetion Is tc be executed on & per interval basis end

cott) o avolisble only for 0 % t = T, Eq, 2-1 becomes

T 2
1 -&’ feott? - ctt)] © ar. (2-2)

In order to provide for unegqual walghting of response errors over the
control Intervatl, ea erblitrery welghting fector A (t) ls introduced Into

the integrand of £q., 2-2 to give

¥ 2
I S., A# [eg1t) = ctn)]” ar, (2-3)
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This weightling ¢actor Ia obtained from engineering conslderations based

on the goals or objecti.es of control. Yor exanple, |f resionse errars

AN = £t = T) 15 made where & i1) is the unlt lopulse function, If
equei welghting s to be given to respocnse errors, then X (t) Is simply
s constent. An lmportant restriciion on A\ (t) which Is necessary to glve
meaningfu! enginaering results Is A\ ($1}> D for O g t=<T,

Flnally, a cost term ac. ounting for the amount of control resources

utilized to achiave modificetlion ls added to Eq. 2-3 to glve

T ‘ T 2
1= S Nt [egtty - ctri] ar+ &)m () dt.  (2-4)
o !

Cleariy, Eq, 2-4 ls & member of the gensral <laas of Indlces of perform-
ance deflned Dy Beltlmen In Eq, 1-9 .

The actual response c(t) of Eq, 2-4 las comprised of three componenta,
The first Is due to the Initiel energy storec !n the dynemic process st
t = O ond eccounts for excitetions prior to t = G. This term ls denctied
by ¢;(t). The second component of cit) Is thet due fo the diaturdbance
ult) end the third ls causad by the new excitation m{t), 05t ¥ T, and

Is glven by the convolution Integrel
t
Sonm‘) wit,7) d? (2-3)

where 7 Is the duwny varlable of Integration, Hence, the ectusl output
ctt) ls glven by
t
clt) = cj(t) + ult) + S sV wit, 71 47, (2-8)
(]

Substitution of Eq. 2-6 Into Eq. 24 ylelds the flnsl form of the Index

of performence,

T t 2
. 2
Sc {XH) EO(N - eyit) - utt) - X m(?) wit,?”) da .- (ngdt

(2-7)
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c,th deslred process responns during the contrnl interval,

cjlt) = component of process responsy during the contrul Intervai
due to inltlal conditions st the beginning of the control
intervsl,

ult) = component of process response Juring control Intervei due
to extarnal dlsturbence,

mit) = precess input contro) varlablie 2o be chosen to minimliw
Eq. 2"7l

wit, 7 )= process unlt lmpt:132 vesponse for the control intervatl,

Nit) = wrbitracy systam error weighting fector,

€3. 2~7 is an Index of performence comprised of twn cost functions,
The first term represents a meusure of the devistion of the ecliual dynemic
procass response from the desired dynemlic response, On the other hand,
the sacond term messures the amount of control effort which ls sxerted,
The welghting facior A\(t) provides consldersble flexibiiity which 1s not
® proparty of most Integral indices of performance, Not only does It
provide for unequal welghting of responas errors on the control Intervel,
but It alao permits o relative walghting batwean the two terms of the
Index of performanca., Moreover, depending on e control altuations to
be encountered, s Judiclious cholce of )\ (1) will provide response superlcr
to that of conventlonal indices of performonce. As & result, the presence
of A\(t) provides the deslign englineer with considerable latitode in seeke
Ing ot imum deslgns,

2,4 The Completa System

The complets modification problem as developad In thia chupter may
be visuallized in block diegrem form os shovm In Fig. 2-3. The funcion
of the control unit and signai syntheaizer ls to utiltize the indicated
Input informetion to generzte the optlmum control signsl mit). Clearly,

such a task could ba accomplished by a targe Jdigits! computer, Howaver,
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engineering factors such as asize, weligh?, oad cost aéten 422500 e rrog

. 1
s WEWWE i

for small, special-purpnse computers to perform the control task, One of
; %5 Shieuiives of this research Is to develep a cless of adeptive controls
which can be realized readlly #trom physicai components, This objective
requires keeping syatem compliaxity at a minimum,
In order to xeep complexlty and cost st » minimmm, operation of the

conirol unit In real-time Is highly desalrable. .f real-time operation cen

ba uchieved, there will be no need for high-spced computing devires with
thelir inherently comp’ ' input-ocutput accessory equipment, Computations

In the control ualt could then be performed by analo) components, e.g.,

| sultipliers, Integrators, sawming ampllfiers, and diode functinn generators
é operating at the same rate as the dynamic process,

2,5 Genarol Consi~., >tions

Bosiceliy, the entire udeptlive cont: 0} process az deveioped hare may
be viewed as &8 sequence cf declsions to be made every T unlts of time.
This declsion for esch Interva! T Is based upon the present siute of the
dyn'wiic process telng controlled and upun the deasired behsvior of tha)

proces:s over 3 future interval of time as odtelnad from a preadiction

operstion,
Since ail possibie control signais m!i?) are not acce;tsbla because

of physica! timitations Imposed or the contro) prodbiem, thy actusl re-

© N S T AR, B s G A e PE——  tn e, =+ % iy

sponse of the dynamlc process cannot, In general, he expected to agree

exactiy with the desired response. Hence, ni. Index of oerforma~ce was

p developed to be used In selezting the optimum member from the cliess of

scceptebie control slgnals.
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CHAPTER 3
THE OPTIMIZATION PROBLEW

The optimization problem Is concerned with the selaction of e physi-
caily realizatle control varieble mit) hich will minimize the Index of
performance, Eq, 2-7. In other words, the prcblem of determining optimum
confrol deals with the minimization of @ particuler Integrel over o flixed
Int. vel,

A number of minimization techniques ara presented here as background
moter-al for the work which is to follow, Another purpose of this chapter
is to polnt out the computatirnal dif¢ culties which erise when optlm‘lu-

tion of edeptive controls is contidered, The minimlizetion techniques

treated ore:
1. Calculus of veriations,
2, Approximation of mit) by discrete segments,
3.‘ Approximetion of m(t} by & sum of orthonorme! polynomisls,
In order to almplify the mathematics oand still Iindicate the concepis

underlying the first two epproaches, let the disturbance u(t) = 0 in

ch 2-7.

3.1 Calculus of Variations

A fundamental problam In the calculus of varistions Is to determine
& function such that @ particuler definite Intagrsl Iinvoiving that func-
tlon and cartein of 11ts derivatives sssumes & maximum or ¢ minimum value
[27]. The opplicetion of thle mathematice! tool to the cptimizution of
control systems was @ mujor step In the development of snalytical control
theory as ahown in Newton [5. P. 143].

The applilicstion of this technique will be considered for the ciess of
sdeptive controls discussed in Chapter 2 end conclusions will be urawn es

to the feasibllity of the method for this cless.

i
|

rﬁy\.
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wirn 1ne subsatifution ult) = O Eq, 2-7 becomas:

PTr r wt -~ 2 -~
; I -3 )(t)lfptn - i) - \)m('ﬂ wit,7) u?’_l + we ltlj dt .
0
(3=1}

In order to determine the optimum control variable, it is assumed that a
solution does exist and is denoted by "'o"" A vaijation of noln is then
constructed by letting

Mt) = m E1) +€ mgit) (3-2)
! whore € Is a parameter Independent of t snd mlt) is the varletion of
' ' mit), If mgy(t) ia the optimum controi varieable which therefore minimizes
Eq. 3-1, then any verietion of & from zero in Eq. % must couse an in-
creese In the value of Eq, 3~1 from lis minisas, Hence, If Eq. 3-2 is

substituted into Eq. 3-1, the derivetive of the resultsnt equetion with

respect to € for € set equel to zero must be zero,

Substituting Eq. 3-2 Into Eq..3-1 end differentiating with respect

to € gives

21 T t .
ek So Atr) Eo(ﬂ -citt) - So [motry +6n‘(4')_] wit,?) uf] .

[— S; (7Y wit,7) d'r] + [t +e mg(11] mtt2 { gt 13-3)

From the argument glven sbove, !f € = O, the right hand side of Eq. 3-3

must be zero, Hence,

T '
3—" -g Atr E:.,m -c;(t) - S mo(7) wit,T) a'r] .
o

€=0 o

t
[— Sol‘( 7 wit,7) d?'] + mot) l\‘lﬂ uft = 0, {3-4)

r’”ﬁ.ﬂ‘- e s s et i s
L
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Al hough Eq., 3-4 expresses the cond!tlon for a minimum 12 le nat In
@ form In which the variation n‘lt) is separable, The sciution of veris-
tional problems of this type s usualily expreassad In the form of a differ-
ential equetion (commonly termed the Euler equation) wlth boundary condl-
tienas, For sn Nth order dynamic process it is neceszary to Integrete
Eq; %=4 by perts N times to obtain the Euler relation. Hence, without s
knowledga of the order of the dynemic process, solution of Eq, 3-4 ls
fopussible, Moreover, the presence of boundary conditions, a naturel
conguquence of thls type of varistional problem, poszs additional dlffi-
culties, In particular, for en Nth order dynamic process, there will be
N netural boundary conditions which the sclution must satisfy,

In most phyalcel situations ihe order of thw dynamic process ls
known, HNevertheiess, the sclution of Eq., 3-4 wil! give n~ inslight into

the structural form of the adeptive loop other then to inclicate the need

for & complex, high-speed diglial caomputer for the generstion of m (t),

In addltlion, the presence of boundary conditions will not permit sequential
computations, but wlil require trial and error c;lculatlons for suiution
of no(t}.

Cleerly, the calculus of varlstions epproach imposes hezvy demends
on the computetional abiiity of the adsptive loop In order to optimize
the dynamic process res.onse, Extensive numericel computations sre
nacessary which wiil obscure the relationship boticon adeptive and non-
adept!ive controls, As 8 result, this sppraosch is not tractable from
eithar en snalyticel or experimentel viewpoint for the purposes dlscussed
in Chapter 2,

More recently Bel lman [?8, Ch, i] has developad @ new spproach to
colculus of veristions problems in terms of dynamic progremming. Although
the method of fers some hope for the epplication of tpc calculus of verle-

tions to the sdaptive control problem, it I computaticnally cumbersome,

e o < s A -
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3.2 Discreie Segment Approximetion

In this sameine 2n. .

inuous control optimization problem which

wes discuased in the last section witl be renlarad By on SEETGalmuiniy

equivalent discrete formulation, The interval from t O tot =T |a

partitioned by » sequence of points “G’ 12 see o r"} separated by a

distence A where A = -;'—; and N equels the number of partition points,
The control varisbie Is then Spproximated by » sequence of discreta levels

™, 88 zhown In Fig., 3-i. The integral

t
clt) = S w7 wit,¥) a7
0

(3-5)
Is approximeted by the sum
cn-Aﬁwnjmn npJ 13-6)
=
ond
¢, =0 j»n (3.7)

because "nj =0 for j> n; that is, the gystem does not have accesas 1o

its future values, Hence, the output becames o sequency of vailues

(C,. c2’ sen c""
The comporent of ihe output due to initiatl conditions c'ln, and the
system orror weighting factar ) tt) are siso spproximated by sequences of

velues, (c|‘, c‘z, vee c'") and IX,, \2, er o X,‘), respectively,

The same s done for the desired response Colt),

Using the above definitions end spproxineting the Index of perform-
wce, EQ. 3-1, by @ sum gives

2
2‘; 2
1 =a An feo =¢ -¢ +m (3-8)
- n [o,, I n] n

The optimizetion probism for this case deals with the cholce of the

®p such thet Eq. 3-8 ic o minismam, Therefore, for any intoger k, the con-

dition for & minlmum value of Eq, 3-8 in
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{3-92)

Performing the Indlicoted differentiation

(3-10)

(3-111

{3-12)

(3~13)

(3-14)

EQ. 3-13 actuslly represents N |inesr algebralc equations In N

unknowqns,

The aguations must be solved simulteneovsly et the beglaning

of each control Intervel to glva the optimum cortrol varloble as @

S s SR LT A R
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sequence of valuea ﬂm‘; M ey :N: 2o that vemivud inrerval. this
tormulation Is more amensble fo digital computation than the first
method consldered, buf still obscures any real Insight which one may

hope %o galn sbout the structure of the adaptive toop.

(R

An epprosch to the slmultaneous solution of Eq, 3-13 is obtalned by
consldering the last membar of this ast (k = N) which is
; Y X” [c“’l - C‘N - “uN m“] YN - My 0. (3-15)
Since my is the only unknown, Eq. 3-15 is easy to solve, The eotution of
€q. 3-15 may then be substituted Into Eq. 3~13 for k = N = 1, and the re-
sul ting equation sclved for Its cnly unknown, LMY Hence, the solution
of the set of equations glven by Eq. 3-13 propagetes bockwerd through the
set. The use of high-spaed diglital computation Is agein mendatory to
datermine the optimum controi varlable. Here agsin no insight Into the
roal nature of asdeptive control cen be gained,

3.3 Orthonormel Poiynomiai Sum Approximatlon

for @ largs class of adaptive control problems the use of & hi gh-speed
i digitel computing fecility Is undesireble, Such factors as slze, weight,

ond cost sre parsmount In proctical epplications, Unfortunately, the neces-

| slity of high-spesd digital computstion hes bean 8 natural consequence of

; the two optimization procedures conslidered thus far, Whille these mathe~

matical procedures for optimization are well-defined, the end results do

not lend themselves tc @ well-deflned englnaering Interpretation, The only

interpretation has baen that lerge-scele digitsl computetion Is necessery.
what ls really sought here Is & set of reesonable szsumptlons bosed

on englaeering conslderations which wiil simplify the $p'lmizatlon proce~

dure, keep the complexity of the adaptive loop at a minimum, glve resson-

able over-all system performence, end be consistant with the objectives

of edaptive contro! as discussed In Chapter 2,
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Fira?, the optimum control signal mit) should be one thet Is physi-

cally renilzeble, That fa, It shoult ned =5islal of impulses or higher

order asingularity functions which will lnvalldate the assumotlon thaé

the dynamic pro:ess cen be cheracterized by & ilnesr, time-verylng,

welighting function wit, ), Secondly, mit) shoutld be relatively simple

to syntheaize durlng normai operatien of the system. This second fecir

Implies simpliclity of the edoptive loop, Thirdly, the mothematical for-
mulation of m(t) should land ltself readily to on cptimlration procedur:
vhich Is simple end whica gives physice!l Inslght Into the form of the

adeptive loop,

The approximetion of mit) by on N=te-m sum of orthonormel poiynomlals

In t is considered in this section, This approximution Is deflned by

N
wlt) = mp (t) {(3-16)
:E n'n
=0

where the m, are the coefficlents which are to be determined, and ths
p"(t) ore palynomials In t which are orthonormal over the interval [b,T].

In other words, the set of polynomlals satlsfies the folliowing two con-

ditlons:
(a) p,tty Iz =~ polynomial in t of degree n.

1

T k =q
tb) pk(fl pn(t' dt = (3~17)
0 k én

whare T is the control intervai fength, Thess polynomlials sre the Legerndra

polynomiais with thelr usual Interval of orthonormsllty [;1, 1] trana-
tormed into the Inierval [0, T] .

The input signal thus becomes o polynomiai In t whose degree lg
dictated by the particulor N chosce. The (oeiflcients Mo M, om, etc.,

will be generated by the adaptive loop In response to changes In process

dynemics &nd the deslred response,
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The motivation for using orthonormsl polynomleals in t, rather than a
Tay!cr saries expanslon es In Braun [12], for m(t) ls the hope that the
coeffliclents m, can be genersted Independsntly for sach control interval
in the former case. If thia can be dona, the signal synthesis portion
of the ndaptive loop can assume the form shown In Fig, 3-2,

Yo witt be shown that Independent generaticn of the m, 18 possible
In real~time by meons of time-varying gains and integretors. Clearly,
such 8 scheme wlil evoid the necessity of complex high~speed digital com-
putation, and will of fer conslderabie zimpticity In system d,eslgn. The

detal jed treatment of thias approsch ls prasented in Chapter 4,
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CHAPTER 4

DERIVATION AND ANALYSIS OF THE OPTIMIM CONTROL CONFIGURATION

The purpcse of thls chapter Is to Investigate the iaat approach to
the optimization probiem which Is given in Chepter 3, The control enue-
tions are developed and the optimum control! contiguratiun is derived,

In addition, e theoretical analysis of certein characteristica of
the class of adaptive controls developed is presentad, A theoretizal
system transfer function |s derlved and uwpplied to & atabliity snelysls,
Limitations of the transfer function appi cach are elso discussed,
Finally, since this claas of sdaptive controls employs prediction, sccou-
racy requiremenits In terms of the prediction oprrations ere discusaed
briefly,

4.1 Genaral Condition for Optimum

The three equations from wirich thegeerel condition for optimum

control wifl be derived are repeated below:

T - 2
I = S {)un E:om - cnﬂ + m’(n?m 12-4)
o

t .
c(t) = ity + ult) + S miP ) wit,F) T {2-6}
0

mit) = E " an) {3-16)

n«Q

and

for 0O t =< T, The terms In these equations have bgen deflned previously.
It 1s assuned hers that the dicturbence is a stetionary, Gausalen, white
nolae process which fs Indepundent of the Input signel mit),

The values of the veriousm , n=0, 1, ... , N, needea to minimlze

nl’

€q. 2-4 are obtalned by differentieting the equation with respeci to
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k'

for k = 0, 1, ... , N,
From Eq, 3-16

Amit) Ly
-

and from Eq., 2-5,

ot
BcH) \ B‘m(-r) wit,”) 4T
0 O My
for k = 0, 1, ..., N,
Substituting Eq. 4-2 into Eq. 4=3 ylelds
detny S’
?d M 0

for k = 0, 1, ..., N.

P T wit, T a7

From Eqs. 3-16, 3-17,. end 4-2, the tast term of Eq. 4-1 becomes

T }m“l S
t) m (t) (t) dt
30 m{ 3 m Pn Py

which siaptifles to

S mery 200 4y o (4-6)
0 ™

beceuse of the orthonormailty of the polynomlals for k = 0, 1, ..., N.

Substituting Eqs, 4-4 end 4~ intoc Eq. 4-1 glves

S Aty Jeott) - ctn] " S Pl ) Wit,7) dF | dt +my =0
(4-7)

for k=0, 1, ..., K, Eq, 4=7 wctualily represents N |lnesr algebralc
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equzflons in as many unknowns since cit) le slsp & function of the m_ as

ween from Eqs. 2-6 and 3~16, These quations cen be sofved explicitly

for the my providing cj't), ulty, and wii, T’} are known, Such a solutiocn
would agaln require the use of s high-spced digitel computer In the adesp-

tive icop In order to control the dynemic process, However, an approximate

safution cen be obtalned by considering an estimate or prediction of the
quentity Eo'" - c(f)].

The coefficienta my which are needed for a particuler contrcl inter-
val must be available ot the beginning of that interval according to
£q, 3-16,

But Eqs. 2-6 end 4-7 indicate the m, depend upon the responses

Colt) and c(t) during the some interval, However, If the quantity

[}ocva - c(ti] can be estimated T units of time in advance, it is possible

to employ Eq, 4-7 dlrectly to estimate the values of the m, for the succeed-

Ing Intervel, Thet is, the coefficients m, for the Pth interval con be

generated by real-time operations during the {P=1)th intervel,

In order to apply the notion of prediction, define

Leott? = ctt]” « best svaltabie eatimate of [co(11 - ci1]]

T units of time in edvance,

Eq. 4-7 can then be solved directiy for the estimated my to glive

m = A L) = et D (T wit,?) d I dt 14-8)
& 0 Le ,J l_lo k B
for K =0, 1, vau, N, o

Let a time-varying galn K (1) be deflned by
t
Kt = X (1) So Pl T wit, 7)) 4T (4-9)

for k » 0, 1, svo, K where 0 =~ 7=xt<L 7,
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When Eq, 4-9 is sybstituted into g, 4.8, the resyit is

T ”
- m, = Sg Kktf! [Eo"’ - cr?ﬂ dt {4-10)

for k = 0, 1, ..., N. With & change in the Index of summation, Eq, 3-16

becomes
N_
mt) = 2_ m By (1) (4-11)
k=0
for O gt T,

Eq, 4-10 Is the gene sl condltlion for the optimum, The comblination
of Eqe. 4~10 end 4-11 conatitutes the control laws for & cless of predic-
tive adeptive controls, Eqg. 4-i0 indicates how the coeffl lents m, for
any confrol interval P can be obteined by resi-fime computetion during the
preceding control Interval, (P-1), Eq., 4~11 Indicetes how these coeffl-
clents are combine” with thelr corresponding polynomials Plti fo generste
the optimum contral varlatle, The fact that the opiimlzation procedure
presented he-e renders the Index of performence Eq, 2-4 8 minimum ls
demonstraved in Appandix B,

Eq, 4~10 suggenis a formal synthes!s procedurs for the generation of
the m, which Is shown In Fig. 4-1. Each of the m, Is then multiplled by
its corrasponding P (t) and the results summed to 3lve mit) sccording to
Eq., 4-11, The complete control conflguration then assumes the form glven
In Fig, 4-2, The configurstion of Fig, 4-2 Is optimum on a per Interval
besls, Hence, the time-vurying galns and Integreiors must be reset at
the end of aech control Interval to Inltiste computation for the next in-
terval, The function of the semple and hold devices Is to read out the
velues of the various m, at the end of each Interval and tc malintain these

values thraughout the new Interval,
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-predicted system error to derlive the optimum contro. signal. The charac-

Ith tarweg -V ‘he ‘niarma? ~n dftne in the Syer.all g oarten o f 1 x - Tenr

that the sontroller oo etes nn the quanitity
- ®
[eotry - car] (4-12)

10 derlve the control varlable mit). The quontity in (4-12) Vs simply
the predicted ryatem error, In other words, the functioa of the jredictor
Is to present the controller with an estimate of the future oystem error,
The tesk of the controiier Is then to syntheslze o control slgnel which
will minimize the ectusi system error in the succeeding control intarval,

Hence, over-eli system operation may be vliewad as date processing of the

ter of the dets processing changes to accomnodete changes In the dynamlic
procass (t,7), chenges In the deslred response cott), and changes in the
index of performance which are governed by A (t), the system error welght-
Ing fector,

An impurtent ifweture of thla class of adeptive controis {s the natura
of the time~varying gains which are glven by £q. 4-9,

t
K (1) = A (1) go PRiT 1 wit, Ty 4T {4-$)

for Kk = 0, 1, ..., No Slnce the polynomlais pyit) are Iinear comblna-

tions of the slngulerity functions, l.e,, the step, remp, and perabolic

functions, etc,, the tma-verylng gains aere simply the products of thc
error welghting fector )(fl end the responase of the process wit,7) to
finear comblnationu of those same elngulerity functions, Therefore, the
time-verylng galns Ky (t} are easy to genernte glven a knowledge of the
dynemic process Impulse response w(t,”7’).

The adaptive nature of the optimum control conflguration Is cluar
fram £qs. 4-9 end 4-i0, The time-varylng galns K, (t} are related directly

to the error welgi:ilng factor h (t) and the dynamic process unit impulse

O T B e TR




B

Pams irmp et LIPS T et

indes nt erfsrmance by ¢ hanglay X 1y an the goots of conirot chonge,
and e also cepable of accounting for changes ln proress dynemics w(, 7"}

ai! through ihe time-varylng gains K (t),

&
txemination of the control lews end tiie control conflguration reveals
three important features of this cless of adaptive confrols:

1. The controlier can be rentized using simple analog components,

2, The controller operatas in resi-time,

3., Complex computational operations have buen asvolded,

These three |tems setlsfy the criginal goals which were estab|ished in
the formuletion of the modification problem {Chepter 2), Iten 35 s
octusily sn outgrowth of the first two, but ls included for omphasis,

In conclusion, the control lews of Eqs, 4-10 and 4-11, ind the con-
trol configurstion of Flg. 4~2 completely speclfy the class of adaptive
coisfroles tc be studied In this work, Thelr derlvation has besn bosed on
the specified index ¢’ performance, the sssunption of ihc yensral Juwwilonel
form of the optimum control verieble, ond on the uee of prediction to ob-
taln the pred.cted error slgnail,

4,2 Theoretical Syatem Transfer Function

Io the analysis of feedbeck control systoems, it s often deslrable
to determine the system tronsfer function If it exists, In this section,
It witi{ bu shown that a system trenafer function doss exist theoreticelly,
but ls Imposslblie to obtain in general, However, a silght modlfication
of the results developed In this sectlon will permit the derlvation of
alobltlty resuits f0i 3 purticulor sub-class of these symtems,

Under the assumption of a lineer, time-inveriant dynamic process
sng 1d prediction, the block dlagrem of Flg. 4-2 becomes thet shown

In Flg, 4-3., The assumption thet the controfier portion of the syatem
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wiil be demonstrated later in ithis section,

Using stendard block d{agram reduction technliques, the diegrem of

EIEN e
) i

Flg., 4-3 reduces to thet shown In Fig, 4~4 where G(s) le given by

Gla) e G l8) Wis) {4-13)

The closed-loop treansfer function is then defined by the ratetion

Te
cem)_ ] Gc(al wis) (4t d)

Ts
Col‘n 1+ Gc!sl wis)

This eguetlion mey also be written

Cis) Gc(-) wWis)

- - (4-19)
Colm) e+ G.ls) W(s)

' Attention ls now dlrected to the daveiopment of the trensfer function
i Gols) cheracterizing the controller, Since the Input to ¢sch channel of
the controlier of Flg. 4-2 whlch computes he coefficlents LW kwUl,e00 Ke
s EQ(H - cIH]“, end the outputs of @l the channein are summed to form
mit), 1t le necessary to conslder only the nth channel, n an Integsr. such
thet O @ na N, end sum the trenefe. functlone of thy N channels to obteln
G.(sl. The nth chennsi mey be represented as In Flg., 49,

The channel of Flg, 4<% wl il be subdividad Into three gerts Jor pur=-

posss of enalyslss (1} the pre-multipiler, (2} the Integrater, samp ler

i ond rera-ordar hold, »nd (3 the post=Mmu.iv..lery
g _ L
. Letting ett) = [c (1) = ctti]” be the Input end y,(t) the out-ut of
I .
ﬁ ; the pre-muitipiler (Flg, 4-€), the cutput le glvan by
! ! Yalt) = Katt) = ett), (4=16)

Since muitipilcatia- In the time domaln correspa~ds to convoiution In

the frequsncy domeln, the Laplace transform of tive pre-wmultipiler cutput

Yoie) lo determinad by the relation [29, Pe 275],
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where mox \0',1, 002' U.Q' + frazi.,:q’, U,;)'t‘—czcﬂ”.-ﬂ'o‘ in
which ¢, Is a reet constant, O = Re p], ond (T;1, 0’n2 ore the sbsclsses
of absolute convergence of the time functions e(l) on” K (1}, respectively,
€Eq. 4-17 indicotes the basic difficulty associsted with obtalning the
tronsfer function of 'he controller, The prusence of the controller In-
put E(s) within the complex convolution of Eq. 4~17 mekes obtaining the
troanster function Gclsl Impossibie In tiw goneral case,

The comblnetion of integrator, armpler, ond Zero-order hold Is glven
in Flg. 4=7 where the inputs and ouiputs of each device heve beea deflned.
As polnted out in Section 4,1, since the vptimizetion process is executed
on o per Interval basls, the Integretion Iin the controller channel must
be ruset to zero 8t ih« e¢nd of o glven coatrol intervel end the beyinnlag
of he following Interval, That ls, at the end of the kth control inver-
val, the output of the lytegrotor must be

&Y
1 (kT » Yoty df, ke1,2, .0 t4-18)
he12T
1t Is pouvsible to view this process uf reset Iniegration on & continuous
integration Heols bancoiise the sampler ls synchronlred with the time-vorying
gelne K (y). Thus, If the output of the inteprui ton process ot eny time ¢,
t2o0ls

Wt
‘nlfl - vn("l dfl {4-19)
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then ot the kth sampling Instent 1 = kT Fq. 4-10 reduces o Eq. 410,

EQq. 4~19 may also be wrltten

It "‘T
1,0t = ‘ Yalty) dt, - ( y, (1) dto 14-90)
0 0
Letting
t !
fn(t) = S yn(t1) d't (4~21)
0

Eq. 4-20 becomes
ln¢t! - foli) - folt ~TH., {4-22)

The Laplace transform of Eq, 4~22 |Is simply

-Ts -
lnlll w (] «@ ') Fn(s), (4-23)
But
1
Fn(s) e Y"(sl (4~24)

whare /,(s) 1s the Laplace transform of y. (t), Substituting Eq. 4-24

into Eq. 4-23 glves the transfer function of the reset integration
M {

J PN E 3 -
2020l (1 e Ty (4<2%)
Yn(s) ® .

yoL o
From Tiruxal [30, Pe 505] the tranafer function befwaen rait) and\ln(t)

Is expresced by
i =+ ® )
Rpts) = S Ints + Jpuy) - (4-25)
Mo - ®
} .
[ 2W
where M is &n Integer and QJ‘ -5 Substituting I.(s) from Eq. 4-29
I

into Eqa 4-2# glves

Me 4+ @
Rpis) = Z 3—:_}_,174: E -o7Tis j"'w“’] Yols + JaW)
. M- ®

\ 4=-27)
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The tranafer function for the zero-order hold, Truxal [?0, Pa 507], ia

Q.ts}y .
L I L B (4-20)
n“m s
Combi..Ing Eqs, 4-27 and 4-28 end recelling W, = Z%r thare results
R® 4+ @ -
Qple) = ‘:f (1 - O“T') S -.—;—-}—F-m; [1 -e Jawp O-T.]Ynll + Jfﬂ")
Mmoo - ®
(4-29)
rhich aimpiiiles to
R Pl g 1
Qp!s) -J.- (1-e78%)2 > T IR W, Ypls + Jpruly (4-30)
MHE-®

Eq. 4=30 represents the transfer function of the Integretor, semplar, end
zero-order hold combinatian,

The post-multipller with 1ts Inputs q,(t) end p (1), end its output

mpét) la shown In Flg, 4-8, By definition the output of thie multlpller

s
mn(ﬁ - p“(t) . Q“H), (4-31)

Ageln, since muitipliicetion In the time domaln corresponds to complex
convolutlon In the frequency domain, the Leplxce transform of the multle

pller output ls expressed by
€3 + ] @ ’
Mnle) = zkr S Pals=wi Qule) dw (4-32)
€y - Jo®

wheremx (¢, , O, T _ +0 1T, T <¢ <¢'-ﬂ"'
8 a9t v e o a 2 8

2
In which o3 !s o real constant, 0" = Re[p], and 0'.1,'0'.2 are the

absciasss of sbaoiute convérgence of the time functions pa(ti and qu(t),
respectively, |'_’.'9. Pe 275].

Eqe, 4=17, 4=30, end 4=32 sre the three bdaslc refaticis for deter-

mining the trensfer functlon
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o G (8) = e rund
c Ets)

n = u

(4~-33)

of the controller. The Inherent difficuities In obtaining G.(s) are
brought out by these three 2quations, The presence of compiex convolution
in Eqa, 4-17 and 4-32, and infinite sum of Eq. 4-30 render solution for
the general case Impossible as mentioned eariier, The main obstacle to
the use of the tranafer function spproach for this cless of sdaptive con-
trois appears to be the presence of the pre-multipliier having Inputs el(t)
end K,it). This muitiplication operation forces the Loplace transform

of the Input varieble, Eils), to appear under s compiex convolution,

The results developed In this section wilt be modified stightly in
the next section and applied to & stabi!lty analysls of a perticular
sub-cliaas of the ciass of adaeptlve controls under invesiligation in this
research,

The work of this section Is summarized in the biock diagram glven
tn Flg, 4«9,

4,% Some Stabllity Reaults

In some ocaptive control applications it mey be possible to use

only one channel In the controller and stiil get satlsfactory perform-—
snce, For this sub-clisss of prediclive adeptive controls, In which a
one-term spproximetion of the control verlable mtt) Is employed, it ls

possible to utlilic the results of the preceding section to effect an

analytical atadlilty snalyils,
The beslc block diagren for the system using & one-term epproxime-
tion of the control variable is shown In Flg, 4-10. From Appendix A the

axternal input to ihe post-multipller ls

NS
poitt =V ¥ (4-34)
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for ail t, Hence, fhe post-muitiplier is replaced by a galn of\/;?.
From Eq. 4-9
t
Kolt) = N\ (1) S Pl T wit, V) 47 (4-3%)
0
where all of the saymbola have been deflined éfovlounly.

The analysis which follows Is not exact. 1t is besed on & (inear-
fzetion of the controliar in order to determine bounds on K (t) for
ofmhlilfy. Tha ¢time-~verying gain Kol t? Is replaced by a constant gain
E; and ?ﬁo resulting system Is snslyzed to determine the renge of veiues
an E; for which the closed loop sysiem ls stable. K (%) Is then con-
wiralned to lie within 'hiu range for each controt Interval 0« t < T,
Thet ts, the actual range on K,(1) |s compered with the required range
on‘:; to asteblish requirements on the system paremeters end/or the
contrui intervel length for closed-loop system otabiiity,

Uttlizing the results of Section 4,2 and the simpilcations discussed

AL by the approxime-

sbove, end replacing the ldeal prediction operstion e
tlon 1t 4 Ts, the frcquency demeln dlock diagram becomes that shown In
Flg, 4-11. After a few simple block diagrem manipulatlions, Flg, 4-11
reduces to Flg. 4-12.

Since the system employs sampling, use of the x-trensform inatesd
of complex frequency s wiil fecilitate the analysis conaslderabiy end
wili, therefore, be used in the work which followa, iLetting

-~
K, (Ta + 1001 - T

Gy(a) = s (4-36)

wird

1~ e wiae)

Gyls) = \F?' .

(4=37)
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It 1s known that the stablilty [éﬁ, Ch, 6] of the configuration of

Fig., 4-12 }s governed y the locations of the zeros of 1 + G Bylz),

: 1
; where G, &,(z) is the z-transform of Gyls) » Gylsd, In particuler, If
f the zeros of 1 + G, G,(2) Ile within the unlt clrcle of thea compiex 2z~
; plane, the ciosed loop configuration witi be stsble, 1t remains then to
] ; determine the conditlicns on ‘Ko in order that the zeros of 1 + Gy Gytz)
: Ite within the unlt clrcle,
The exact procedure ls beat clarified by s specific example,
Exemple, The trenafer (unction of the dynamic process Is assumad to

be of the form

Wisg) = ;—% (4-38)

7

where K snd & are the process parsmetfers, It !s further assumed that K

1 . and & ere both positive with K fixed, but a variable, Assuming siso

that syetem error ig weighted uniformly over eech inferval, that ls,

)\(H = %o = constant, (4-25})
tve time-varying galn Kol t) ls glven by

[
ay’

ot

Kolt) = (t=-e¢ ") . {4-40)

for sach interval,

For this exemple, Fig., 4~12 assumes the form given In Fig, 4.-13,
The next step In the stabllity anelysis ls to determine the z-trans,»rm

of

-~y

K “T8.2 Ta + 1

K

Q
[¢] ) G ———— - -,
118) Gyla) e (- e o, (4-41)

Expgndlng Gqla) Gyls) in a partia! frection axpansicn and employing &
tabile of 2-transforms [300 P. 511] to identify the corresponding z-

transforms glves
¥
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KuK =1 ~2 P aTz {1 -~ a¥iz (1 aT)z-
GG‘z’m-._—{{"_zz + 2 ’.; - -
172 ‘r?n
(

-’.
z - n? r -1 X - e'°T

T (4-42)
Simpilfying, Eq. 4-42 ylelds

-~ '
KoK (2aT « 1 + e~ aTe"8T)z - (a7 - 1 + =27
GyGpiz) = T

" (4=43)
- »
0247' 2tz - %)

Adding unlty to Ey, 4-43 and comblning terms glves the result

2. 1 E‘ -aT_ gre-8Ty . W27 -aT]
€ + — K K{2aT = 1 + @ - aTe } = o Te z
247 Lo A

20z - «=°T)

1+ G1G2Iz) -

1 Led

: \
K xiaT + 27%7- 1) |
i

20z - 0~ %) -

+

(4 44)

Since the numerator of Eq. 4-44 ls quadretic, the Schur-Cohn test

iéo, P. 523] wlil be utilized to determine the conditions for stabliity, ‘

Let pl(z) be the numerator polynomial of 1 + Glszlzl. The Schur~Cohn

test then requires:

(n |pco»( <1
(23 pt1) >0
3 pl(=11> 0

where the coefficient of the z2 term of piz) ls unity., 'For this example,

" KK
plz) = 22 ¢ —-2-!-- [R;K(hf -1 4+e % are™®y] = - -2-°—— (67 + %= 1j .
) -‘T e 'f?‘
(4-45)

The three conditions of the Schur-Cohm test arw now exemined,
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Conditlon (1).  [pi0}| < 1. This condition becomes
X K
0 ~aT .
- (aT 4 e 1 =1, [4-46)
LA
From the problem speclifications K Is positive and so Is 2‘ « Alg,, |t
2
is ciear that
~aT
(aT + ¢ = 132> 0 for aT > 0, 14-47)
Hence, condltion (19 may be written
2 =1
)
|K°I < ‘ Zﬁff . (4-48)
KiaT + @ = 1)
The ectuel time-varying gain K, (t) glven by Eq, 4-40 is
'K(H-M 1-eT) CStET (d-49)
° ayT

which is always positive., This geain is a simple exponentiei which reaches

Tta maximum value @t t = T,

XOK -aT
M-e¢ ) (4-39)
o

Koltll = Kol t) -

|mox taT

Hence, condition (1) will be satlsfied )¢

A K T, ¢ a?oT

1 -e®) - . 14-51)
o1 KiaT + ¢~ °'— 13
€Eq. 4-31 may be simplified to give
A1 - e Tyiar + o= <y, (4-52)

This Is & troanscendental ineguelity which cen be solved to determing o

condition on T If lo aid the bounds on 8 end K ere known, A spacific

TR s
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numerical exemple wii! be considered after the other two conditions huve

been exemined,

1+ Z‘J_E(omzﬂ w ] - aTe T4 70Ty - o247 e'"] -
a8 T E

After some simplification, Eq, 4~30 becomes

1
2T

KK ar(1 = ¢ 4 2T - ei> 0,

(454}

condivion (Z)., Substituring @ ~ 1 into Eq. 4-49 for cond!tlon (2} gives

KKtaT + - 11 >0,

1457

Since 1 - ¢ %7 j¢ greate: than cerc for ali aT greatei than zero, Eq, 4~34

"~
ls solved ior the condition on X, to glve

s
KO

>

a
.

T

(4-5%)

therefore, since K,(t) as given by Eq. 4-40 is oiways positive, the second

condition of the Schur-Cohn test ls sutometicelly satisfied,

Condltion (3},

pl=1)> 0,

Substituting 2 = -1 Into Eq, 4-45 and opplyling

condition {3) glves the requirement

02 T

1= =t [i'omzor- 14 ¢ are™) - 2T .'“]

Eq, 4-56 csn be simplified to ihe inequallty
4T ¢ &)

~

K, <

0

KideT - 2 + 2¢~%7- ste~*)

v

- b

1 dud
RN

X K(aT + ¢

(4-57)

T 11> 0.

(4-50)

As in condition (1), thix condltion lmposis an upper Bound on K (t) in

ovder to assure wtabitity,

£q, 4-97 becomws

X ol

—s {) -

a7

1

<

Hence, In terms of the meximum value of K, (t)

2T (1 + 2+~

Ki3el = 2 + 201~ aTe™®

¥

(4-38)
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ROWEITIOg LG, 4-%8 Into the form of o trerscendental Inequality yields

T T aT

Xouzn - ) 3ar - 2 4 267 T aTe™®) o T(1 4 o ), (4-59)

Thuw, for this exomple, Eqs, 4-%2 and 4-79 ar. the fwn inequalities
which must be satisfied 1o Insure ciosed loop stablilty, Given bounds
on a and K. and the value of 3\&9, it le necessery to deter.'mlne the valurs
of T, I they axial, which wil! astliefy these twa inequal.ties,

Assuie for the system considered here that )\o *2, K=2, ond a
varle* batwesn 2 and 6. 3Since Equ, 4-32 and 4-%59 sre transcendental, a
range of veluss of T which will sotisfy thew soth fur the uxtreme verie-
tions of 3 must bé¢ fourd by trial and error. Consldering firet the value

of 8 » 2, it s found efter a nuvpet’ of trials (het for

T=0.4 (4-60)

Eqs, 4~352 &hd 4-%9 ore
Condition (1) 4,13 < 4,54 (4=61)
Conditicn (3): 1,10 =< 3,2 {4-62)

1t was found thot for 7T < 0.4, the two canditions ware atso sati-~fied,
Consldering next the other extreme velue of a, 8 = 3, It wes found thst
the two condlitions wure also satisfled for Vo< 0.4, In particuler, for
T = 0.4, the two condltions were
Conditlow (¥)2 S B TP < 213,9 14-63)
Conditlon (2i: 17,2 < 2048 ., (484
Therefors, the closed-loop nystem wiil be styble for variatlons of o
In the range [2, 8] 1¢ a contrnl interval length less than or equal fo
0.4 18 used,
It shoutd be julnted out thet the results obtalned sbovw si'e con-

servetive, By conciralning T to be tess than some specified walwe, K (1
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has been held to the range of values for which the poles of the claosed~loop
svstem me within the untt clrcta af tha s-nisne_  Hrwvavar alnes the cvatem
ts time-varying, it mey be possible for the system to be stable even It

Kolti‘exceeds the baunds Imposed sbove, In termns of the complex plnane,

this means the poles of the system may move outside the .unit circle during
e portion of the time of system operation, As long as these poles do not
ramain outside of the unit circle, however, It Is atii! possible for the
closed-loop system to be steble.

This section has indlceted s method for anaiyilcal steblility enalysis
of the sub-ciass of predictive adaptive controls in which e one-term spproxi-
mation of the control verlable Is used, It Is clear that other methods
such asz the Nyquist criterion could siso have been used, and the presenta-
tion here Is by no mesns exheustive,

For the general ciass of predictive adeptive controls, however, no
known analyticel methods of stebllity analysis are appliceble. The diffi-
culty iles primarily In the fact that It ia not posslbhie to c¢cbtein a
transfer function for the controller port(on of the system, Hence, in a
particuler application where more then a oné-term approximation of the
controi verlable ls usad, aneiog or digital computer studies may be
employed to atudy'otabllity characteristics,

4.4 Prediction Accuraéy Limitations

Reference to the optimum control configuration of Fig., 4-2 indicates
it is necesssry to consider enother fector in sddition to stabiilty to
establish the control intervel length., This second factor ls prediction
eccurecy, .

The basic function of the controller is to generate the control veri-
sble by operating upon an estimate of future system error. Hence, the

accurecy of this estimate Is a primery considerstion in system deaign.
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While the subjects of prediction and prediction accuracy are freated In

detall In Chepter B, the anlient features of pradiction accuracy wil| Le

discussed here since control interval length is reiatea o predicrion

sccurecy as well as to stabiiity as shown In Sectic- 4.3,

For purposes of |1lustration, only a functional molution of the pre-
diction accuracy requirement wiil be given In this section with the detalis
teft to Chapter B, Consider the pradictor in Fly, 4-14 wﬁlch has en Input
x{t), an aciual output y{t), and the desired output x(t + T), where T Is
the prediction Intervael length, The instantaneous error !n prediction is
defined by

et = xit + )~ yit), (4-6%)

The meen-aquare prediction error |s then glven by

o 2tt) ™ it + T - yesi)? (4-66)
where the ber lndlcafqo the averaging operation, If the Input slgnal
x{t} can ba chérucfo;izla by a finlte number of parsmeters ld,l, I | R”
R an Integer, the output signal ytt) wii! also depend upon these parameters,
end, In addition, upon the =et of parameiers (6', aens @Ql,_o an Integer,
characterlzing ihe prediction operation, and upon the prediction lntervatl
tengtn T Eé5. Pe 432]. Thus, the mean-squsre prediction error will be
some functlon of these same quentities and will be defined by some rela-

tion

.p2(', = 'iq‘, aney q R? p" seeyp aoy T) (4--67)

Let L De an upper bound on the amount of mean-square srror which can be

l‘
tolersted In the predlictor output,

eozm s L, 14-68)

.
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Then, from Eq, 4~67, the predictlion accurscy requirement becomes

f(q'p veey dR) P" Xyl p » T s L. {4-69)

Q

With the input signal parameters (¢1, veor o R’ and the predictor para—'

meters (P‘, veep @»Ql known, Eq. 4-59 represents a relation with one

unknown quantity T, If this relation cen be soived to find values of T
for which it Is catisfled, It is clear thls solution wili in general de-
perd upon the paremeters 10(1, ceer & R” (@I, ceer B

Q
Usually functions of the form given in Eq, 4~-67 are monctonic non-

) and upon- L,

decreasing functions of T for signals encountered In practice, There~
fore, the solution of Eq, 4~69 cen be Indicated formally by

T ‘g‘-1' neoy q R’ p‘o ceny @or L) (4-70)

where g Is some function such thet

f [u" .."d R' p,, (XX Y] @o' 9(' 1, XX Y2 c;np F1' [X X Y] ao' L,] s L.

(4~71)
Eq. 4-70 places an upper dbound on the zontrol intervel length in
order to sstisfy the prediction accurecy requlirement., 1In any design
problem [t is necessary to consider both stebility and prediction sccu-

racy In selacting the control interval length,
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CHAPTER %
PREDICTOR AMD CONTROLLER DESIGN CONSILERATIUNS

Thie éhaphr pregents the seiient features of the predictor and
control ler designs for predictive sdaptive controls. Predictor deslgn
Is outiined on the basis of the clessical Wiener-lLee EM] theory and
tiniar extrapoletion, Controller design is presented in terma of the
fundemental controllsr parameters which arés (1) the sysfem error welght-
ing factor X tt), (2} the control intervel length T, ond (3) the order N
of the polynomls! sum spproximation of the c't;ntrol varlable m(t),

5,1 Predictor Desi gn

For statistica! Input signais the design of the predictors needed
for the cless of sdaptive controls developed !In ihls work wili be based
on the classicel Wlensr-Lese theory.

Since Wierer-Lee prediction theory lesds to the design of |lnear
predictors, the operstlions of prediction end difference coomuie end the

predicted error signals mey be written

[cott) = cthh] * = ¢ "t - iy, (3-1)
Hence, the biock diagrem of Fig, 4-2 mey be redrawn as in Flg, 3-1,

In order to effect the dasign of the predictors in terms of Wiener-

Lee theory, the spactral densities of the two clignels to be predicied
must be known o priorl, In ary practical deslgn probiam Involving
statistical signals, the spectral denslty of the desired responss colt)
will be known, Let it be dsnoted by @c oo {s), Howewer, the spictrsl
densl ty @cc“’ of the dynsmic process response is not known & prior

Since clt) e the controlled variabie snd the primery function of con-

trolling it Is to meks the difference Eo"’ - elﬂ] su anali as possidle
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over & long Intervel of time, & ressoneble flrst sssumpticn on écc(..

s
@cc‘" ~ cocom. (3-2)

Thies assumption wiil po;-mlt a firet design of the fndbock predictor of
the eadeptive system, Then, ns experience is gained with the system,
normal operating records may be employed to obtaln better information
about rhe spectral properties of the dynemic process response cltl,

[25, Ch, IO] and re-design of the feedback predictor may then be based
on this new Informatlon, Of course, If operating records of the dynamic
process to ba controlied are evslledblie 8 priori, these should be employed
%0 corry out the first design,

A review of the design of Wiener-Lee predictors ls glven In
Appendlix C with all of the necessery equationa., These results wlll now
be applied to ubteln the design of the predictors o be used in the
experimenta! work of Chspter 6.

The spectra to be used In this research ere of ihe form

a2 |
é (8) = 53 (3=3)
b +8

where ¢ |s the complex variable @+ Ji, By spectresl factorization

é’m ~ ;—;-'—j; . {5-4)

Subatltuting Eq, 3-4 Into £q. C-16 glves

® +jv‘

[ JiteTIw
] *'('#Ti - S m. ow 15=5%)
c-jv'

which when eveluveted becomes

2,",..-M t+T)

AV
1

- -

. (3-0)
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Substitution of Eq. B-6 into Eq. C-15 ylelds

© .

Hopyl8) = * S 2w ae D) mlst 4, ' (5-7)
zlrb + la

Hopyl® ) = o7 (5-8)

Hence, the optimem predictor for the spectra to be used in the experi-
mental studics Is a simple ettenuetor,

To determine how prediction error veries with control Interval
length T, the mean-squere prediction error will aisoc be evalusted here
utltizing the results glven In Apéopdlx C.

From Eq, %5-6,

W 201 = aq? o? 0720 t> 0, (5-9)
Subatltuting Eq. 5-9 into Eq, C~21 glves the minimum mesn-square predic-

tlon error, Thus,

_ T
€2(1) ‘n 27782 S e~2bt gy

min 0

w 2we?(1 - 20T | (3-10)

/lq. 5-10 is plotted In Fig. 3-2 to show the variatlon of prediction error
with control interval length, The necessity of keaping the control
Interval length smait is obvious,

€q. 5-10 wiil now be used with the results of Section 4,.. to deter-
mine control Interval length In terms of prediction accurecy. Assuwne It
ls desired that the mean-squere prediction error be iezs than some nunbes:
A, This condltion then places an upper bound on the pradiction error

which io expressed by

2melty ~ Ty £ A (5-11)




o SEFNIenEt BNE

P .

-~ 9 -

‘zlf)

Mean-gquere
Prediction
Error

2W024'

+ + +
0 L 1 3
) b E1]
Control Interval Length
F' ’o 5"2 -

Mesn-square Prediction Error es @
Function of Control Interval Length,




Ty

G

gz e-aaput+ g2 | Mvem

————

- 70 -
which readily simplifies to
-2bT 5, A
[ 2 1 o~ 15-12)
202 °
 Taking the natural logerithm of both sldes g!ves
§ A
20T 2 In |1 - ] {913}
L. 2T s
or
pave
A
26T &= Inf 1Al (5-14)
= | 27rs

Assuming the slgnal spectrum paremeters a and b are known, the condltion

on th: control interval length T becomvs

TS -qln 1-;#7"_ (5-15)
L]

8.2 Extrapolation

In same design applications, the spectrel density of €l 1) may not
be avalieblie & priorl. Moreover, It may be known thet Colt) Is & poly-
nomlisl type signal, In such ceses, extrepolation may be used to obtain
[eott - ett]”.

Since an ideal lead having the transfer function e™® is not physi-
cally realizeable, it Is necessery to smploy an epproximation to this
Idesl lead, If the control Intervsi length Is kept ameili end the fre-
quencles of the signais within the ayatem are low such thet |T-|<<1

whore s » @ + jW, the flrst two ferms of the expanslon [31, P. 100]

n
AL IR i l}#l- : (5-16)
ne .

moy be used as the approximation.
The trensfer function of the first two terms of Eq. 5-16 can be

spproximeted by a pessive lead network such as shown in Fig, 5-3, The

#ctunl transfer ?uncllon of this network ls
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xts) = T W= T2 (5-17)
Ry Ry

where o = R, ry Rz’ T1 - R.!C‘, and T2 = W Cqe Since the d-c gailn

of the network is less than ungty. a gain of z}-mu-t be introduced to
com,.ensatfe for the attenustion, If T,:>:> Ty is chosen, £q, %-17 becomes

approximately
—— 001 + T8 (5-18)

which ls the desired trensfer function,

Whan the network of Fig, 3~3 ls usad In ihe over-all system, the
control configuration sssumes the form deplcted in Fig, 3-4,

An inportent factor to consider In using extrspoletion Is the
dlfficulty which erises when there is apprecisbie nolsa present in the
control loop. Eq, %5-1¢ indicetes that the approximetion of the Idesl
{ead produces an extrapolated wignel comprised of the origins! aignai
plus T times the firat derivative of the ¢rligina) signeli, The presence
of the dlfferentiatior. wiil elways worsen the nolse conditions In the
system snd mey sven cause anp!llfler ssturatlion,

The use of extrepolation has beser. presented here as an alternat|ve
to Wiener-Lee predictor design., The purpose of thlyu saction hes been
to give & .reatment of the pred.ctor deslgn In terms of extrapolaiion,
and to polnt cut the difficulty ossoc’ated with Its cvee. For the experl-
wental lﬁveuvlgoilnu- to be glven in the naxt chapter, it wiii be sasumed
that the spectrum of co(t) Is %nown, Hence, extrepofation will not be
Investigated exper imentally,

5.3 Coniroller Donlgg

Wiih the predictor design known, the basis of the synthesls proce-

dure Is cleer and the ovar-all syatem sowumes the conviguration of
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Flg. 4-2, However, before t:= syntheslis of ihe syster can b3 completed,
ll"".Tl; ':nncu.iar'g_ to conslicer the selectian of three fundonental porameters
of the contro“o’lf." These perameters ore:

1. The syatem error veighting factor PRI

2. The control intervel fength T,

3. The order N cof the approximetion o/ the con?wl_ veriable,

‘The purpose of tnis section is to pressnt a qualitstive and quanti-

tative dlscussion of how thewe parsmeters can be sslected,

System Error Welghting Factor. Examination of the coatrol equations,

EQs. 4<% = 4-11, ond the optimum control configuration, Flg, 4-2, revesis
thet the choice of A (1) ls somewhst arbitrery, The only queniitetive
restr.ction, which \es given In Saction 2,3, is thet A (1) > 0,

Whilc the deslgner hes some freedom in the choice of )H). his

solection should be governed primerily by the alms or goels of control,

(Sei Sections i,V and 2,3), For exsmple, If errors occurring nesr the

end of cazh control intervel sre more important then those newr the
beginuing of the Intervul, tham )\ It] couid sssuse the forms

A1) e ath (3-19)

Nir) = ge V!

where A, B, and Y ere positive constants,

(5-20}
Lingsar wed nonlinear combi-

nations of Eqs. %=19 and 3-20 are siso possibile. Beceuse of the Infinliy

of combinotions which extsv s choives of ,)H). only one wlil! be selecied
for use ir the experimental work which follows, System srror will de
welghted uniformly over esch contral Interval by teklng

A = A, t5-21)

e ™ Xo is @ constent, Response characteristice for different velues

of Ag will then be Investigated,
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Control Intervul iLeagth. Quantiiative determination of the centrol lnterval

jength T Yo & veed In o perticuler design appiication has been presented
It Zetall 'n Se*ionn 4.3 ard 4.4, The two baslc conslderailion® ussd in
the enelyaes proesonted wee atablilty snd pradiction accuracy, respectively,
a tiled fector which dupands en perameter drift (s discusssd here,

Thie third {2ctor wileh coves to bear on the problem of selecting the
control iatare~i length (s t:n dritt rate of the process perameters,
Since the control cocfficlents my wie generated during one interval for

veer &t The beglaaing of end throughout the succesding interval, the

sampling lnstenia aro sctually the peiis In time ot which wdeptation

. occurs, Hence, the cholee of T governs the frequency of edsptetion, If

the process parsveters chenge conuidersbly during » controi interval, 1t

is clear the sdaptation which occurred at the baglianing of that Iatervel
will be Inedeguate for the parsmetor changes, Declding how much perm-
owter drln showld be tolerated during & plven control Inturvai h. as In
t » cose of chacaling )\ (1), somewhei subjective, However, it seen resson-
abie thet T shouid be chosen smell enough' fm that parometer drifit is less

than 88 par control interval,

Nunber of Terme In Polynowiel Approximetlons. The ouiimlzotion procedure

glven In Sectlon 4.1 providen no meons of choosing tiw: urawr N of the

controi verisble spprox!mation

N
m{it w ;. nup&ﬂl . (4-11)

Intultively, cne would axpect & higher-order dynemic proéon to reqg:ive
more chennels In thw controller than would o lower-order process. _
Actuslly, Eq, 4«t1 rapresents aa infinite sarles and mu m’otlwhu-
tlon M Sextion 4,1 le vaild whp if the aerlss &‘.a. 4-11 cowyergyy uwo-
Iutcly. Thuu. the quouﬂon of aamolulo conwrwwce ie a bum conslieres

flon lw NM design of the controiler,

o s . . B BN
\ . . Sy
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The snewer tc the question of abssiute convergence of the serles,

£q, 4-i1, 's not ut sli obvlious for the gensral case from the control

equations
t
Ktt) = At S pelT) wit, 7) aT (4-9)
0
snd
T
L J
- o s Kt Tttt = ett)] ot 14-103
0

for k. » 0, 1, L.0s No Tllc- preblem s compounded further by the incrsas-

Ing complexity of the polynomials pylt) for Incressing velues of k, iSee

-Appendix A,)

A mathod for determining en approximste veiue of the number of
controtier chonisls needed “or » particular control spplication will be
prasented herc end 1llusirated with examples, Two of t1. 3e axemples
wili b investigeted eupurlsanteliy. The odjective of the method ls te
obtelin an englneering nitimete of the mmber of terma needed in Eq. 411
in order tc. achieva udarqiutu control.

The m:thod 14 bened on & direct spplicetion of Eqs, 4-9 = 4=11 and

the fol ﬁ"wh;g esaunpi lone;

Ve The dynemic procesn ls sseumed 10 ba at the - S ts
chervcteristics corresponding fo the most wi. /. KR
confliguration,

2. The predicted Iyofm error, E,ln - c!t)]., e eummd t> be
bourded by sowa number A durleag the contral intervel,
In prectize, these two wssumptions correspond to & step function input
of desli ed response at the same time thet the poles of the dynsmic

process transfer function are In the right-haif plene or on the jeb.axls,
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In spplylng the method, the coefficlents Mmoo k=0, 1, .o, N, are
eveluated under sssumptions 1 .nd 2, and f;o- geries Eq, 4-11 expanded in
» power series in t to axamine the behavior of tha latter series' o=
efticlents, Examplen for s first-order, 8 seco t-order, and 2 third-

order dynamic process are presented bdalow.

Example 3,1
Consider the dynamic process characterized by the differential
equution

dec
ot <+ alt) ctt) = K mit)

where K i3 e constent and 0 =% o(t) o= 1, The process is on the
verge of Instability when alt) = O,

Assuming systen error Is welghted unlformiy over esch control
intervel so thet Xm - xo’ ® constant, and employing Eqs, 4~9
and 4-10 for k = 0, 1, 2, 3, 4 glves the first flve cosfficienta:

3
m -% )OM(T5

3
I‘ u _V::_ )oAKTI

mg = 0
my v 0
.‘-o

Theoe resulte tndicete & iwe term opproximetion In Eq. 4-t1
should be sufficient to controi the flrst-wrder procuss, Expom.ﬂ'ng
£q. 411 gives

DN B WIS SR WU L WL £

. 1 imeme mdle o Mo ade e - e



or e TR W RS

A —————— S i e - <

LIV | 2

where the two terms in the coefficient of t° are due to N, and m,,
respectively, These twe terms sre equal (n magni tude lndlcoﬂné

thet m, ls as Important as my In generating the control signal, In

terms of clsssical control system design, however, It is known thet
this first-order process can be compsnsated by a pure galn which can
be provided by using only s one-term aspproximation o? the controtl

Example 5.2

Consldar the second-oider dynamic process cnaracterized by the

dlfferential equation

&2

3;+ alt) :‘-"E + 4clt) = am(¥)

where O =& a(t) ¢ 8, The process !s on thw verge of Instability
when alt) = O which corresponds to zero -ﬁnﬁ.ﬁlg. The locus of the
poles of the transfer function of the procsss is glven in Flg, 3.3,
Agein assuming unliorm weighting of system error ent employing
Eqe, 4-9 end 4-10 under assumptions 3 and 2 sbove for k » 0, , 2,

3, 4, gives the first five confficlenta:

", = -3-%:-(1' - yoin 2T}

m = -x;:';_'T-ﬂ‘ B!cou 2Tt} + sln Zﬂ

.2.%:5_?_{2(-7;---}'»%0!!\21 -3..;.:;..?."_?[-7;-&%tconzr-1ﬂ

);‘_:_‘ﬂ - %cln 27)

+

6

i
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Fig, 5-8

Locus of Poles of Second-order Process
es a Function of Process Perameter,
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Because of the complexity of ihesr axpressions, It ls not

possiblie to draw any conclusions about the behavior of coefficients

for ail values of T, However, bacsuse of stabiilty ond prediction

accuracy requirements ss discussed eariles, vnly the shorrver controi
interve! lengths are of Interest. Therefora, meking the sssumption

T« <1, the conftlicionts are gliven approximetely by the expressions:

|
'a"%ho‘“i

s ,
, , 3
RV
-,»‘{-33\,&3

-
t
", '—-;'-; )bh'lr
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Cbserve th. ' the coefficients m,, wm;, and m, are of order 1'2,
9

whereas the coeffliclants My and w, sre of order Tz. Slince the
|l;ovo exprasaions are vatld for T< <1, |t I3 clear the wmy and m,
are significantiy less then the first three coefficients,

By substituting the »cn set of coefficients into Eq. 4-11,
exponding, ond summling the coefficients of like powers of t, the
powar series expansion for m(t) based on » flve-term spproximetion
‘is obtelned, 1t Is then possibdle to determine the contribution of
.eechmy, k=0, 1, 2, 3, 4 to the power series for m(ti. The
results ore summerized In Teable 3-1 where the coniri.ution of esch
my to eech cosificient of t", n =0, 1, 2, 3, 4 I3 meda clesr,
Thus, the coetficient of t° Is the sum of the twrms ln the first
column, that of t' the aum of the terms in the second column, and
80 on,

Since T< <1, otiserve thet onfy the top three terms of column
1 ere significent In the coefficlent of t°, tho top two terms of
column 2 are alignl flcant In the coefficient of t', snd only the top
tern of column 3 Is significent in the cosfficient of 12, Observe

also that the terma In the fourth end flifth coluana are muitipiled

by t> end 14, respectively, where O s t & T, s, therefore, thelr

moxisum and minlsum valiues sre of order T4, wherees the sbove co-
efficienta have maxima and minime 57 order T2,

Theze rosults Indicete s three-term approximetion, N = 2, In
€q. 4-11 wiii give adequate control for thls secong-order process,
Monv&. assumption 2 sssives @ conatant predicted error end does
not account for rapld but continuous chenges In predicted error In
the control Enterval, Hence, the result N = 2 la o consarvetlw

flgure and it le to bO expected that M = 3, [.e,, four chenneis in
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TABLE 5.1

Tebuletion of the Contridution of Eoch
Control Coefficiunt to the Tote! Coafficlient
In the Power Serien of the Control varlable
Mt for T < <73,
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o ane

the controlter, wii! be nesded. This fect wi'!) be demonstrated

euperimental ly,

Exampie 9.3
Conalder the third-order dynram:c procuass charecterized by the
! differential equailon

d &2 d
[d* J Lﬂ’ T ] €

where O ggolt)ac 10 ond O b () L B. The process le on the verge

of Instabliity when alt) = b(t) = 3, The movement of the polas of

the dynamic process trsnsfer function may ve essumed as In Flg, 3-6.
Assuming XH') - X° ond wtillzing Eqe. 4-9 and 4=11 under
sssumptions 1 and 2 for k = 0, 1, 2, %, 4, 5 glves the first six

1

coafficients:

My = ;}-f-;-‘ [1’2 + %dconﬁ]’-iﬂ

AAVE 3
myoo 21T L1, dginey -%-2 --:-ccmr-n

f W 3 2 4T
; 3 )‘o“VT[T‘ 2 3 ] SAAYT 13 1y
; - - T - "( ﬂT-" - v ( - + |n2Tl
; ol ol LIRS - I A
+ x‘;;w E;;z + -}icoﬂf—li‘
o A -
| mg e ;‘W I;. - %3 + - -}-uinzr] _1AMT {%‘-r’ . ;‘:lt‘osﬂ‘-l]
ol ' Lo 2 YT :
6X AYT[.3 A
.__e_f. % --2'1'.+ 1-!»21] - MAVT 12 +%tcmr-n]
WP LU 4 2yT
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Flg, 3-¢

Locus of Poles of Th rd-order process
8 a Function of Precose Peremetars,
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Ao {or the second-order cuse, theos expressions do not germlt one
to drew eny conclusions 4bout the behavior of the coetficients for
ati vnluﬁ of the contrael Interval length T, However, for the {entar

aomplling reles, T «<«y, the sbove expressions siepllfy to:

P R
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RS

: -85 =
I 1
- :
P ¥ Observe that Fha cacdflol2ots o), Gy, mgy ordd my are ot order 17,
it 4 11
4’,‘: Y wa—
i?% & wherces m, ond my are of order T 2 Hence,. with T om =1 anly tho £1054
f! -
£ H

£ ! : four coyificients are significant. The contribution of each i,

z
' .

K -0, 1,2, % 4, 5 to each coafficient of the power series of m{?)

is glves In Table 3.2,

Arguing as In the case of the sscond-order procecss, caly the top

four torms of column 1. the top thr-e terms of column 2, the top two

terms of column 3, and the topmcat term of column 4 are siganlficent

in the formution of the confficienis of the pow. .~ serles of mit) since

T«< &1, MHence, Table 3-2 gives the conservative value of N = 3, i,e.,

four channels in the coatrolier, Again, beacause of sssumption 2

apa oxperience with the second-order coss, 't it to be expscfed that

five channels In the controlier wi!i be nesded to sssure adegueis

éantro!‘,

Et must be emphasiized that the meihod (ilus’rated In the above three
examplos is not o technlque for daterwmining tha value of N which is neces-
sary and sufficient to insure sbsaiute convergence of the series Eq. 4-11,
Rather it is & method by which it is possible to obtsin e engineering

estimate of the nunber of channeis needed in the controller to give adeauate

control of a given dynamic process,




I Lo e 22
$
ar
Q
t

|
P Contribution of control cnefflicient to
’ tatel coefficlant In power serlies of mit)
38 Cuntrol
Coefficient 1° ¢ 12 3 #4 $3
1 3
| » 2 AT
" e AT [ - g\
1 w wA A,
) 3
+ A2 - ad2] ad,r
g 1 3l 2 2 2
- A AT - BN At -2l
. s| 2 Al 3 %3] 2 21_1
-, Tt AoT™ | A KT = a7 & AT [ - AT
8]
: 1 si 1 4 1, v .=) @ 1 2
- a——— - - ey -
s 1650 )07 63 Aot el YR I XJZ E Aot Ts"')‘°
TABLE 5-2
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In the Power 3eries of the Control Verlebie
wif) for T < 1,




o
e TR e A

- 87 -

'! v.
CHAPYTER 6

;_q -

A

ﬁ EXPERIMENTAL STUDIES

The furction of the present chapter is to investigate experimentaliy
the responte characteriatics of some typlcal control systema employing

pradictive adaptive control, Various sspects of predictive adeptive con-

| trol syatems' behavior ere presented graphiceliy to depict certeln limi-

tations »3 weil as adventages oi this class of controls,

6,1 OCutline of Procedure

The conirel of a first-order end & second-order dynamic process
vsing predictive adaptive contrel will be investigated with the sld of an
snaliog camputer, The exect nature of the process paremeter variastions
will be glven as eoch system ls considered. Also, in order to emphesize
the results rather then the detailis of the lilﬂi.“ﬂhl.«jht clreul tey
necesaary to perfors ihe operstions of resat Integration snd ssmple-and-
hoiz, us well as the compiete anslog computer diegrams, will be given in
Appendix D,

Three beslc oxpcrlugptn ore performad on cech of the systems to evelu-
ate the quellty of prcdlcklvn adeptive control In sssantialiy thre« differ-
ent control situstions, Thase experiment: are outiined dDelow and muesure
the following three aspects of controis (1) the ability of the wdaptive

systom to malntaln the output at & predetermined constani level, 12) the

queilty of system transient response for ctep functions of desired
regponas, and (3) the abilitly of the system to follow sratistical aig-

nais, ali In the pressnce of axtreme veristions of the dynewlsc procese

paramsiars.

1. Tho flret experiment la performed by mekling the dealred responue

colt) & constan? snd observing the doviatlion of the output ctlitl

:‘mllw——-w—---"—"‘ o
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rom the dvairwy veluw &8 The OyRamic Procesa parsmeters vary
between thelr extrems values, Uihe pe- cent deviatlon of the
output from the deslred value is defined by the relation

extrame valus of clt) - desired velue of cglt)

8 deviation = x 1008

2,

8 overshuofw

3.

desired value of colt)
(5-1)

and places & measure on tha abiilty of tha system to cope with
proceas peremeter variations in the stesdy-state., Thix fype of
control ls Importent for ;h-nlc.l processes where it is desired
to malrtein the quallty of output products constant within
prescribed (imlts,

The sscend experiment Is performed dy apulying e step function
of desired responee c [t} 1o the sysiem und avalusting the
character of the transient response ln terms of rise time any
par cent avershoot, Since process parameiere very during the
operetions, eech test la performed at iecst three timas In
order to obteln on sversge behavior,

Risz t!ms ic defined ee the total! eiaps«d time from the

"epplicetion of the step tc the time «t which the response

first reaches the desired teve!., Per cen’ owershoot is defined
by the relatlion

maximum vaiue of clt) during trensient - desired value of ¢4t}

desired value of Colth
(6--2)

These two quantities mesgsure the ablliity of the controller
to drive the dynamic process fran ona equillbrium stete to
snother in the presence of paremeter veriations,

The third experiment is performed by shapliag the output of »

noise generetor to obtain a slgnel with & known spectrum for
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coitl. Typical response records ore presented tn ludicmte suadexm
response for & statistical Input signal,

As mentioned in Chapter 3 it wili ba assumed thet system error s o
be walghted unlformly over each control Interval so that Xm - )‘o'

)‘o e consfont, wilt be used In the experimenta, Reference to Eq, 4-9
revesis thet Xo will then be & scsle factor In sach of the timm-verying
galns, Therafore, varioue velues of Xo wil) be used to point out how
the response cherecteristics of prodictive adeptive controls depend upon
thls factor which governs the relative welghiing of syatom srror with
respect to control eifort In the Index of performence, £q. 2-4,

An Important conslderation In the design of predictive adeptive
controls Is the control Intervel length T, To demonstrate the ¢ffects
of this design paremeter, the dute of experimenta ) and 2 will bo pre-
santed grephiceliy ss & functlon of T, The error weighting factor )o
wiil .hen ba used as & paramater In the presantetion of thcu. dete,

Since the basic work of thls resesrch deals with the modification
problam, the ldentliéicetion portion of the complete system ls simulated
using s model of the process from which the time-varying guine are
derlved, A block dlogran ls glven In Fig. 6-1 to show the fiow of
information in the eimuletion studles.

8,2 Flrat-order Dynamic Process

Tha flroet system to be consldersd la one lnvolving the control of a

dynsmic process cheracterized by the dlfferentlel equetion
dc
IF L et clt) = mity, {6=-3)

The parsmeter alt) veries beiween 1 end 0,1, & renge of 10 to v, In
o sawtcoth manner &t a frequency of 0.08 cps e shown In Flg, 6-2,
The predictor ls designed on the asumption thet the spectrum of

the Input cgit) is of the form
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— (6-4)
w‘ + (%32 '
glving the pradictor lmpulse respon:e
.
Rytt) = Z L Y13 ' (6-5)

whera T Is the control interval length snd §¢2) la the unlt lmpulse
function, A spectrum of the form Eq. 6-4 I used In ihe u'atisticel

algnel measurements, Morscver, lse [25,, Ch. 03 hag shown that a Folsson

Al
2

trum of the forwm Egq, 6~4, A Polsson square wave is defined here as 2 wove-

.quirw weve with an sverage zerv crossing frequency of — sizso has & spec~
form wirich aiternetes between two velues £ and -E ot avent points which
ore siutiaticelly Incdependent, The probedility of finding n event polats
In an interval T ie glven by the Polssen distelbution [25, P. 223 .
Tous, the step funct lons spptied to the systam can be considered »s seg-
ments of such » waveforwm,
Uslng = one-term approximation of mit),
wit) = uopolﬂ | (=8}

dete were obtalned for conirol Interval lengtha T = %,, %, %. %, 1 sec.,

ond for Xo w3, B 4,0, The resulte for hisea velues for the first
twe experloents are shown In Flgs, &-3, 6~4, end 6-9,

Slace 1t Vs possible te ca\penuﬁ the (lrat-order process with a
pure geln, the curvas of Flgs, 6-3 end 6-4 Indicate Improved system per-
formance with Incressing )'o for all valuaw of control Interval length T,
Howaver, the dutfu for per cent ovorshoot !s not as well-behaved and Indi-
cetes the need for waking the control Interval length less than -“- sec, to
kewp the ovarahooet iqr o sinp Input below 208,

Tie amount of davietlion In the cutpul with a constant Input is

excosdldvaly toree (o ha louwar velues eof xo and the control intervel
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PR,

Per Cent Deviatlon of Qutput
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Ovput
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Flg, 6.3

Steady-minly Adeptel tity First-order Dynamic
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Flg, 6-4
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' igngths above -1‘- sec, The reason tor this was discussed in Sectlon %,3

whera It was pulnted cut that the cholce of control Interval tength is

a

- iny o

danonident anen tae soeoonsdon 10T reiwe  For exanpie, reference to
Fig. 6-3 indlcetos that for R o ™ ! the control interval length must be
fess than 0,% sac, In order that the owiput not dewlate by more than
208, Slnce the parameter drifts between iis extrama in §,2% sec. (Fig,.
62k, 8 control Intervel langth of 0.5 sec. corvesponds fo letting o
povrameter drlft 88 between adeptaflorn pulnts. To keep the output from

= deviating mors thon 108, howsvar, volues of k“a 4 and T = i- sec,
are necesswry. Veluss of T & -}'- set, correspond to » parsmetsy drlft
tess thuar or equal to 4% pir' control interval,

Exvminetion of Figs, 6-3, I6-4,. and 69 revesls that the quaitty of
control continually improyes with Incresslng 7\0 ond decressing T, From
a theoretlicel viewpoint this In gratlfylng, but from o practicel view-
point It la mislesding, Ardbitrarily tncrunsing )‘o’ which is & factor
In the time-verylng gnin, wiill couse seturation at the input tu the
dynmals procees. Thus, ttwre exists a precticel tiwmitation on *he
velue of ) o "hich wlil depond ub-:m the range of Input vaiuas of mii)
for which the dynemic process {e Iineer, |

The minimum vaiuw of T which may be used s govér'n_w by the accurecy

at the components used in thy time-veiying galn gumrafbr. For a given

value & of the parsmeter oit), the |lme-verylng gein ls glven by

Ao

A ]

(- ey (6~T)

KGt) =

™
for O V8 T, Ualng Teylor's formule with Lugrange's form of the
roamul nder [32, Pe 114], Eq. 37 iw

2 «aT
[ X 2
at - 21 t (-8}

K. (t) »
] Oﬁ

P
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where Dx 7' &£ Y T. Simplifying Eq. 6-8 gives
K8t} .\%.:. t+R t6-9)
where R Is the remalnder term

e Xo ....'f '2

{6-~10})
r AN

for 0 Y= tg T, Since o""Y and 2 ere positive In the intervel

0t interest, the magnitude ¢ the remalnder term (s bounded from sbove by

o)
IRlg —212. (6-11)
2vVT

Note from Eqs. G6-=9 and 6-10 that onily the remeinder term Jepends
on the process perameter ¢, Thus, If the componants used to generate
and detect K,(t) are Insensitive to this remeinder term, the contreoller
wil! be unsbie to detect varletions in the dynemic process and the
adeptive capablilty wiil be losti An upper bound on the per cent
accurscy required in the equipment may be determined by teking tie
retic of the meximum vaiue of lRl and the maximum value of the flrat

term to gqlve

$ accurecy requiredg 3} x 100% i6-12)

For a nominal value of a = 0.5 and T = ;‘3 sec. Eq. 6-12 glves
§ eccurecy required g 1.568 (6~-13)

Two typical s"ep responses fur the f ryt-ordur dynsmic process
ere given In Figs, 6-6 and 6-7 for N, » 2, T = % sec., ond A = 6,
Ta 71'6' sec,, respactively, The deslred response conl aha the pare-
mute~ veriation s(t) sre siso includgge. Fig., 6-6 whows the large
deviations which occur In the response ez @ result of parametaer varle-
tion In the steady-sinte, Fig, 6-7 Indicaise system responasv for »

nunber of sten changes in the deslrel response,

Y
A ENAPASHE A i 7Y TATIAGRY 1) T W e




e ere viewr o

b ey e e e

Deslired ﬁ
Rasponse
151-

-
[ P S
-

-]
5L o

-l
»T

Actual
Rssponse

0

ot t)
/

1.0
Process

Patameter
0.‘ A L 'y k. L [ —4 2 ' i 'y 1 y IS, t
L v L1 ] ] L) ] ] L v L | L] | ¥ sec
o 2 4 I3 8 10 12 14 .
Flg. 6-6

Typlcal Step Response of Firat-order Dynamic
Process for Xo =2 and T --:- »ec,

cotn
5
Deslred
Response
t
0 + + ¢ s >
2 4 6 8 sec.
clt)
1%
Actusl
Response
t
0 2 8 3@C,
alt)
1.0
Proceass
Parsnetar
0.1 L : t'\ ; 'y : i 'y P '
LJ Ll L i “c
o 2 4 6 e *
Fig. 6-7

Typlcai Step Responses of First-order Dynamic
Frocess for k, s8ond T = -‘15 sec,
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A typicel system response for s statistical slgnm c, (t) having @
spectrum of the form £q, 6-4 is given In Flg., 6-8 for Xo =5, VT = 11—6 sec,
Tha perenster veristions ere the sene 8as dbefore, Ailthough there Is con-
siderable amoothing, tha ability of the system to follow rapid variations
1 the deslred response such os in the sam ie of Flig., 6~8 appecrs good.
The ecfual response lags thae desired reaponse by approximately one contrel
Intervel, Lerger values of T which were tried yialdad poarer respanse
giving more swoothing end missing the sharper pwaks In the stetiatical
alignel,

6,3 Second-order Dynamic Procest

The sacond system |nvestigeted det:: with (he control of @ sscond-
order dynamic process whose differentia! equation lu
dz d
S5+ ett) Eooactt) = amit), t6-1<.
dt dt
The poremeter e(t) 's ssaumed t. vary between O snd B in o sewtrih
wanner & 8 frequency of 0,080 cps as shown in Flg, &-9,
The predictor s designed under the sene susumptiona ea for the

tire eurar dynamic process snd ls given by Ea, 6-9,

The results of Section 9.3 Indlcete @ four-term approximetion of

y

' 3
mit) = E 5Pyt (6-15}

alty,

ls needed to give sdequate control, Both a four-term and & three~: erm

. P - ST RIS, TR I IS P TR KB CHr T

spproximetion are usad to obtuin & camperison between thelr abilltlies
to glve adequste control, Since tha analysis of Section 3.3 Is valld
for the shorter control Intervals, 1¢ le to be expected thet i ther

approvimation will be sdequate for control Interval iengths greater than

1
zm.
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For the four-term approximation of mit) dete were obtained for
7 ad

B” ';"‘- "g‘. ';' sec, end -ho = 4, 8, 8, 10, 7The results for these values
for tha flezd doo & pruawinied in Tiye. O=i0, Bwii, G=iZ,
end 6-13, Flg. 6=11 is presented to iliustrate more cleorly stesdy-state
adeptabliity for T w %, %, and g- sec,

Flga, 6-10 and 6-11 cleariy indicate the lmproved stgady-state
adaptabltity for decreasing T and incressed )‘o" The adeptive cepabliity
13, however, completeiy lost for T >a’-lm‘. This Is ettributed to two
fectors, First, ss mentioned above, the four-term approximation of m(t)
is vaild only for the shorter control intervels, Second, the dynemlc
process ls known to become unsteble during the course of |ts perameter
verietion. Thus, In the vicinlty of this unstodle atete, the frequency
of aduptation must be fast go that the process being controlled hes ives
time to manifest Its Instedility before corraction occurs, Since the
parometer drifts between Its extrema In 6.2% sec. (Fig. 6-9) and the duls
of Flg. 6-10 Indicate the control Interval must be less then ~:— sac, to
kesp the output fram drifting more then 208, this meens the contro! Inter-
val length must be chosen so thet peremeter <rift ils less than or aque!
to 6% per controf Interval,

The .ransient dets aleo indicetes s trend toward Incontroltabl (] ty
for T)g- sec, with the four-term spproxiwation, Exsminetion of the rlise
timc date of Flg, 6-12 without reference to the per ceat ovarshoot date
of Flg, 6-13 wou! lewd one to belleve that trenslent response Improves
with Incraasing T, HWowever, for T;% sec, only the system employing
Xo ™ 4 can be consldered to glve satlsfactory step reaponse 1f it is
daslre ¢ that per cent ovcruﬁoot be kept below 208, In fact, Flg, 6-13

clesrly denctes o rather sherp degradstion of control for T> -‘ sec, A

comparlson of Flg, 6-5 fo- the flrst-orier process with Flg. 6-13 for
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the sacond-order process polpfs out the rneed for a contral interval length
TS _-1 sec, for satlafactorv transisnt reannnes far hnth auatoms = Thia
figure amounts to letting the parsmeter drift 4% buiween sdeptation points
fur the confrol of these dynamic processes,

A typical step response for one of the better behsved systems using
e four~term approximation of mi(t) with )\o ~ 8 and T -%— sec, to control
the escond-order process |s shown in Flg, 6-14, The paremeter variation
a{t) is shown to Indlcate the behavicr of the procmas parameter durirg the
transient,

The step response for the same system using the same value of )lo =8,
but a control Interval three times 68 long, T = % sec., Is given in Fig.
6-15. The quality of the response has ciesriy degenerated as o result of
tripling The Interua) tesceéh,  Not only la the per cent sversioot! large,
but the ripple In the cutput efter the transient has subsided i¢ of the
order of 58,

A typlcal response fyr o stetlistical signe! having & spectrum of
the form of Eq. G~4 |8 shown In Fig, 6-16 for )\o = 10 ond Y -% sec,

The emoothing Introduced by the second-order process ls much greater
than thet for the first-order process end the former system Is only able
to follow the slower, wel!l-defined veriations In c,it). Even for the
slower varistions In colt), the response cit) legs by epproximately four
control intervels,

in order to show the lnedequacy of the thrae-term approximetion of
mit) and to obtsln & comperlson with the four-term approximation, experi-
sints 1 end 2 ware repeated for the second-order cese using the three-
term spproximaet!on

2
mit) -; Py it (6-16)
=0
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The date sre shown In Flos. =17, A-1R acd A_91G Nnte wars oot sEt=inzu
for T = % sac, hacaw ¢ ihe revulting systems ware unstabie. Desplte the
ressonable beaavlor oi the stesdy-stata adaptabliility and the rise time
characteristics, the lack of control for the three-ferm approximation is
brought out clearly by the per cent overshoot cheracteristics, MNons of
the gystems Investigated exhlbits a per cent overshoot for a step Input
lesn than 358, In most cases there was s tendency of the aystem to become
unstable for transient Inputs, It Is clear that on the besis of translent
response, the three-term approximetion l¢ completely inadequate even for
the shortest control intervei leagth, T = % sec, A comparison of the psr
cent overshoot for e step input for the three-term and the four-term
approximations e glven In Teble =1 for T = % sec,

8,4 Sumwmary and Conglusions

A nunmber of rasponse characteristics were found to be common to the
two systaws Investigated, The most Important o! these ls the continued
Improvement of performence with decrzesing control Intervel length, Thls
feature was anticlpeted theoretically end found to be limlted in prectice
by the informatlion handling cepsbiiltles of the componenis used In the
time-verying ge!n gerer-otor end the controller,

For the sswtooth type of peremeter veristions used It lg found that
adequete control of both processes ls reailzed by choosing the control
Interval length T such that the prucese paremeter drifts by no more
than 4% per cunirol Interval,

The fector x o 9overns the relative welghting of system error and
controi effort. 1t wus found that steody-siste edepteb!lity improves with
incressing Xo. Hence, as Ao le Increesed, the contrciler pleces more
emphosis on system error then on conirol effort, end therefore, has lese

ragerd for the problem of smturetion,

T e
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Per Cent Overshoot
for
x ° Three Terms Four Terms
4 41,8 4.5
(] X 11,25
8 43 15,7
TABLE 6~

Comparison of Per Cant Overshoot for
Three and Four-term Approximations
of Contro! Varlaebie for Second-order
Oynemic Process.
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Tir vesurts oLtalned here indicate the method presented in Section

5.3 for estimating the numbar né tarma namded Im oo
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Pl suund, The
statement that the method Is valid only for the faster adaptation fre-

quencies has also been substent!ated,
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CHAPTER 7
CONCLUSIONS AND RECOMMENUATIONS

7.1 Susmary of Results

This work has presented the development and investigstion of a new
cless of control systems termed predictive adaptive controls, The develop-
ment was bosed on th- sssumptions of prediction, Interval control, and
synthesls of the control varisble by a sum ¢f orthonormal polynomieis In
te The optimizetion procedure led to the formetion of & femily of control
lews from which the synihesia of the optimum controllar wes specified,

It was shown the! while tha trensfer functlon of the controlier could not
be derfved In prectice, 8 quesi-linear mode! of the coutroller could be
used to obteln & seml-quantltetive stability snelysis,

Predictor design wes presentec In terms of the clunusical Wiener-Les
theory, end reiationshlips for control interval fength In terms of predic-
tion sccuracy were Jdevelcped, Preiininary controller design was consldered
from the viewpoints of system errur welghting factor, cunirol lntervel
{ength, end tre number of terms noeded lnlthe or thonormal polynomlal sum
spproximation of the control verlebie, A method for obtalning sn englineer-
ing estimate of the lafter quantity wes develioped snd |!iustreated by three
exsmples, two of which were lavesilga’ed experimenisily,

Lontrol of fi, ar-order and second~order dynsmlic processes was Inves-
tlgsted on an anslog compufer. Three basic experiments which eveluated
the steady-etote adaptab!!lty, trenclant reeponse, and the statisticel
signal response of the fwo systems In the presence of extreme parameter
variations were performed, In general, |t was found that all three
aspacts of performer = smproved with decressing control intervel length,

but thet the minimum value o. interval length which could be vsed wes

W AV B PR Yoot o i 3o - s =2
e e o o Wi
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Ilmlted by tie accuracy of the tlme-verying gein and contratler clrcultry,
Improved performence which could be obtalned by increasing the system

mrmmy wal kbl
BETOr WSIgaY

1675 woes (imiied py fne userul I1ineer range of the

4]

dynsmlic process input. For the two systems invest!gated 1t was pointed
out that the controi Interval length should be chcsen 8c that the process
parameters do naot drifi by more then 4% per Interval in order to assure
adequate control, Thenreticel resuits pointing fo the need for keeping

the control interval length short to preserve stabliity, prediction sccu-

recy, and joss of control due to process psrameter drift were substentinted
by the simulstion results,
Investigation of the number of terms needed in the control varisbie
, revecled that the four-term approximetion was adequate for control of a
second-order proc:ss whereas the three-termt spproximation wes not, This
result was anticlipeted by the preflminery design of the controller,

One of the unlque features of the closs of sdeptive controls present-
od here was that expiiclt eveluetion of the Index of performance in order
! for the controller to effect e control policy wes not necesssry. The
i Sy5i6u Uiy rwi vawcuie 8 hunting procedure to perform system optimizetion,
Instead, the optimizetion wes performed directiy by gensrating tlime-

é varying gains, The time-verying galn clrcultry required es Its Input

§ the ualt Impulse response of the dynemic process being controlled. This
Informetion must be supp!led by & sultable identification procedure,
Hencey 1t ie clear that the declision step was bullt into the controller
from the optimizetion of the index of performance from which the control

iows were specifled,

7.2 Rescovmendat]ons

A number of Interesting problems which marlt further reseorch have

orisen as a result of thls work,

e o P T e L Y
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The [ndex of performance us>d to develop the class of controle In-
vestigated In this research dealt with praocess optimization over the
lmmodlats future, i.e., the |nterval EJ,T]. Thie approach may possibly
be #xtended fo inciude an opilmization over the entlire future by a siight
alteretlon of the Index of performance, The aew Index of performance

would sssume the form

-1}
2
[ = S S')un E—um - c(H] +m2¢t)}dt (711

Y wn¥
for n = 0, 1, ..., where T is the contral Intervsl length, The optiml-
" ration would then desi with speclfylng the controller to generate the

control coetficlenta m, of

N
m (t) @ E mkpkcn (%=16)
k=0
ot eech sompiing instent, T « nT, Conirol Im atll| executed on & per

interve! basis but the coeffliclents m, specificd &t eoch sempling or
adeptetion polnt would be opthaum for ell time In the future Instesd of
only for the Imnmed!ete future [O,T]. One of the problems essoclsted
with thls ﬁw formulution |s predictlon of system error, [cn(t) - c(t»}.
Since prediction accuracy usuelly becomes poorer as the pradiction In-
tarval Incresses, 1t msy De adviseble to place en arbitrary walghting on
the prediciion opereation In nhich the distent future le welghted tess
heavily than the immediste future,

Another protlem worthy vf conslderetion is the cholue of the class
of polynomials used In the control verleble mit) glven by £q. 3-16,
The Legendre polynominls were chosen for thls reswsrch primerlly becouse
thay are polynomlels tn t. Therefore, the reeulting contrel signel wes

fteetlf 3 polyaomlat fn ¢t which Is o cumion type of driving signal for

et durn
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Avnamla nesscszez, Do giaitsilcal signals, of course, the m, wei: random
variables, In gereral, there exists no method for choosing the nartlcular
class of polynomlals which would be optimum, In some prescribed sense,

for a glven eppllication, Some work has been done by Lee [3}] on the syn-
thesl ;: of networks In terms of orthonormal polynomials, and more recently,
some new results In the representation of signals have been presented by
Lerner [?4]. However, very llttle effort has been devoted to the develop-
ment of criteria for optimum synthesls of signeis or classes of signals
espacially as applied In confrol systems,

The atebility enolys!is glvan in Section 4.3 Is restricted to systems
employing o one-term approximation of the control variable. Hence,
further work |s needed to determine more precisely stabillty requlrements
for the mors genera! class of systems which use sn N-term (N > ¥) approxl-
mction of the control varleble,

Finally, a compsrison of the class of adaptive controls developed
here with equivaient non-adaptive systems would be desirable, The non-
adsptive system could be designed by classical methods [5] for the noml-
nsl values of the dynomic process puramoter-; and the response cheracter-

teticas of the resulting system Investigated for the extrema of the process

parameters,
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APPENDIX A
A CLASS OF ORTHONORMAL POLYNOMIALS

In this resesrch the optimum control varlabie wes spproximated by s
sum of polynomlials in ¢t

mit) = E Mkpk“) {A-1)

k=0
for 0 t T where the pyit} are the polynomiels. By making the poly~
nomials orthonormal cover the intervel EJ,T], conglderable simplification
resuited In the final controt equations, The orthonormal property of the

polynomiais p, (t), k = O, 1, +.a, I8 given by

J 0 Kk#n
th p (1) dt -
Pit) Bty dt = e (A-2)

where p, (1} Is 8 polynomisl In t of degree k,

The class of polynomiels catisiying Eq, A-2 and forming a complete
orfhonomal systam with respect to functions integrsbie on E‘),T] is the
class of Legendre polynomlials [35]. The Legendre polynomisis sre usually
defined on the interval -1,1], but, by the change of varisbie

t-%f'-'l (A~3)

where t' is the Independent verliable of the original poiynomiats, become
the cless of polynomiails needed in this work,
Making the chenge of variadie EQ. A=3 in the originei Legendre poly-

namiais, the P (1) are given by the reletion

pu"’ s 2k + 9

P*H) {A=4)
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31

for 0t G T where the first slx Py(t) ere
Polt) = 1
2
P,(H ¥ t -1

P It =S 12 8441
(A-5)

30
Pyit) = S5 7 -
3 ° 12

90 ¢ 20
P‘H)--z? --;!-' ‘-F' -»-F-t+1

252 8% 6% .4 _ 50 ,3 210 ,2 , 30
P’(”-—s-f -.11-' +T te - f*-%-f-"

€Eqe, A-8 are plotted In Flgs, A-1, A=2, and A-3,
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APPENDIX 8
GUARANTEE OF OPTIMUM SOLUTION

Strictiy speaking, the solution of the set of equations given by
Eg. 4-7 merely producea & stationary velue of the index of performance,
Eq. 2-4, Intuitively, If a solution exists, it would seem thet it must
cender Eq, 2-4 a minimum since the larter equation can be made & mexi-
miam by chooslna the my arbltrariiy large, For hy sske of completeness,
however, en analytical ergument |8 presented below to show the my of
€q, 4-7 do alnimize the Index of performance,
The requirement thet EqQ. 2-4 be & minimum le
?—2—;- >0 (8-1)
de

fof Kk = O, 1‘ svey ..

Ditferentiating Eq. 4=7 with raspect to "y gl ves

2’1 .3 Xr)un (t) - citr] |~ S' () wit,7) d7] at «
2n2 D |) [ cit1] 0’*"’ wit,T "k

\3 ¢
. g Aie) [-%F-ﬂ-] - S P LT wit, ) a'r] dt + 1
0 " o

(8-23}
for k = o, 1' ones “.
From Eq, 4-4
t
Bclﬂ g
—— oY) wit, T) 4T (4-4)
3 ™, k g

0

for k = 0, 1, .00, M.
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Hence, substituting Eq. 4-4 into Eq, B-2 ylelds

2 T t )
: ; = S Al [S P T wit, T} d"r] dt + 1 (B3}
™,

k o 0

'Or k = 0, " cone Ne

Since A (f] > O wes specified In Chepter 2, the first tarm of Eq. B~3
hes ihe property

T t 2
S ) YT3) [S P (T) Wit T) df] dt>0 . (B-4)

(4] )

Tharefors, the right-ihand sloe of tq, B8-3 is elways grester thsn
zwo giving the result

2

S—:;% -0 . 2-3)

for k= 0, 1, ..., N ond thereby Inauring & minimum,
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APPENDIY €
SUMMARY OF WIENER-LEE PRFDICTION THEORY [25]

The prediction problem may be viewed as o lineer filtering problem
as shown In Flig, C-1, The fliter is cheracterized by its unlt Impulse
rescon=e h(t), and hes an Inpui xi(t), an output ytt), end a desired out-
put (1), The fliter h(f) is to be determined sc that the mesn-squere
difference between the actusi output y(t) and the desirsd output z(t} Is
o minimwn, In terms of Flg. C~1 the problem |s one of finding a physi-
cally realizeble filter hit) such that

?;-’—; = minimum (C-1)

where the bar dencies en sversaging over sl time,

It hes bean shown (hat there exists » unique, physically reelizable {

f11%er hg(tl which wiil render —Z— o minimum [23, ch. 14]. This

fliter is determined from & solutlon of the Wiener-Hopf egquetion

th’(‘ri ¢“|*r -7 a‘r" - ¢“(‘rn «0 T30 1C-2)
-

where ¢“(‘Yl {s the sutocorrelation function of the Input x(t), end

T is the crosscorrelistion functlion of the Input xlt) and the de-
:;" : sired reaponge z(t), Thase two functions ere dedined by the relations
T
' ¢"_rrn ™ -2-‘; S x(t) xit + 7§ dt (C~3)
‘ T v
\ : and
T
1
¢u¢'rn = fim 5 xlt - T) 2(t) €t, - (C~4)
! Voo
i ~T
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Solution of Eq, £~2 cen be effected readlly in the frequency doneln
provided "!?'i and m('1’) sre Fourlier trensformable, The techrique
was developed _by Wlener and ls termad sp-wctrum factorization [25ﬂ P 37q].
The results iro sunmeriz~d below where op.roprlate definltliong have bsen
glven to each of the functlons used, |

The complex Fourler transform pelr is defined by

1 @ Jat
Fis) '71-7‘ X flit) e dt {C-5)
-
and
+m+j'1
J®
flt) = S Fisle” " ds , {C-6)
-«M-_[C"1
Now, let
éx:“’ = complex Fourler treansform of ¢“«'r), and
@u“' = compiex Fourler transform cof ¢xz(1’l.
Also, let

é;x(ll = sny facior of éxx“' which cortains all the poles
end zeros of @um vhich lle In the upper half of the complex plane,

and

,é:‘l-) = the rexalining factor of &xn“’ which conteing all
the poles and zeros of é"(cl uhléh iie In the lower half of the compliex
plene,
Then, the Fourler transform Ko, (e) of the optirum fliter hy(t)

which satlafies Eq. C=2 la given by

{: ]
Hopetn? = mmmmd Wi oot gy (c-7)
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where

X2 dw (C-8)
@' (w)
. xx

in which the complex verlabie of integration w le w = u ¢ Jjv with u ond v

. +Jv1

the independent resl variebles [5_5,, Pe 392].

Thie result will now De speciallzed for the cese of pure prediction,

Pure Prediction,

Conalder the situation where c(t), which ls the cignel to be predicted,
le relatively free from nolse contemlnetion. Then, in terme of the note-

"oﬂ Df rlgo c-‘
x(t) = cit) (C=9)
and Lz melt+ T (D (c-10

whare 7 [a the prediction intervel tength. For thls csee

“(‘Tl » clt) clt +7°) (c-11) ¢

“ e

wiiere the bar denotes the averaging operstion of Eq, C-3., Hence,

¢“¢‘rn . ¢ccl1’) X (c-12)

The Input-desired output crosscorreiation function is

¢”i‘7"t sciticlt + T+ T)

-¢ccrr +T)

whare the bar denotes the averaging operation of Eq, C-4, Thle result

(C-13)

glves
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—
TN
e

; {C=14)
JaT
g . - ¢ EC“’ )

Hence, the optimun Wiener pradictor ls glver by the relations

n;,p,m - '2'—-“}.”";:; Sﬁ vfzn + T @I gy {C-1%)
@CC 0

where
oﬂv.l
JVh,
P e Fee . Jt 4
@ (w)
-® +}v, cc
o ® +jv,
§ . +
(R . ‘r @ ot o, e
ce
7’ L .

_ -0 ﬂv‘

Prediction Errore.

Bocause the entlre eduptotlion process ls based on the predicted

=

arrcr slgnal, an enalysls of pradiction eccurscy le a psramount conslder-

‘u%lw in the design of predictive udupﬂu comrolo. Hence the equetions

Mwsury to determ!ns msan-sgusre. pndlctlon sceuracy are reviewed below,

: Lea Cﬁ. Pe 429] has shown that the alnlmum medn-square ercer for the
T - ' '

~optinum Wiener fllter glven in Eqe, C-7 ond C-8 la

2
ml ¢“|oy --—- + %) at {1C=17)

where ¥ (?) I glven by Eq. C-8 and ¢ »*0) Is the vaiue of the suto-

correlaticn function ¢ {7T) tor T= 0, For pure predliction with pre-
dictlon Intérvel length T, Eq, C=1. becomas

e oy e T

- prs

o . Lot T e e = = == . -
PR BT LT T '
E -

A e e
- ammric
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(C-18)
win

whare W (3 + T) s piven by €q, C~16 snd ¢cctm Ia the value of the suto-
N . .

correlation function {) . (7) for 7 = O, Afier e change of veriable in
the sacond ferm, Eq. C-i8 heconas |

: © _

-~ ¢ 1 K 2

€ in| » Pectt) = x= Y2145 ar,
min i cc'. : w.‘. A

(c-19)
It has been chown [23, p. 434) that

1 2
¢,_.c(o: o IW (1) dt,

Hence, substituting Eq, C-20 into Eq. C~19 gives

{C-20)

\
&=tn "flv?j Vi at (c-21)
)

for pure prediction where Wit) ls given by Eg, C~16 for T = O,
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APPENDIX D
DESCRIPTION OF EXPERIMENTAL APPARATUS

The resuits presanted In Chapter 6 were obtalned using the Berkeley
EASE Model 1032 Analog Computer and standsrd simulation techniques,
The operations of resetting the integrators end of sampling were per-

formed with relays. Two 630 ohm DPST relays which were driven by the

jranslsior circult of Fig, D=1 were used to drive two larger relays whose
contects ware used for resaiting and sampling, The control! Interval
length wes chaenged by verylny the frequency of the asquere wave input to
the trenslator drive clrcult, The reset operation wes then achleved by
using o palr of relay contects in serles with 8 1000 ohm resistor betwida
qrld and output of the Integrator. The gain of the reset !ntegretor shown
is ten, This is needed to compensate partiaily for the etiznuetion la )
the multipliers since thd.oufpuf of sach multiplier Js 0,01 ?times the pro-
duct of the two input signals, In order to simpllfy the crmputer diagrems
given below, reset Integretors wiil be shown ss conventiznel Integrefors
but wliil be marked “reset”,

The semple end hold circult used is shown in Fig, D=3, A second
o palr of contacts which are normai!y closed were used to provide proper

sequencing so that the output of the resat Integrotor was sexpled before

the Integrator was resat, The Interconnection of reiays end contacts Is
shown In Fig, D-4. Becouse Ry is energized first, the sampling circult

s closed just a3 Ry ls energlzed. The pull=~in time which Ry requires

to close'thc reset contects Is long enough so thet sempling is completed
before reset occurs, To simplify the cowplete sinuietion diagrame further,
the sample and hold clrcuit wiil be indicated by @ biock where It ls under-

stood the clrcult In the block s that of Flg, D=3,
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. In order to avold exceeding the frequency response |imits of the re-
'uyn. the systems simulated were timse scaled to operate &t 1/8 of reel

timo, Thet Is, 1f t ls real time end 7 is simulation time, the relation

betwean the two time scales ls ¢t -%— .

The polynamiel generator used ia given In Fig, D-8, Since the first
poiynamlal pot'rl is s constant, It is supplled Id the ¢irst channel of
the controlier by e geln edjustwent,

The controller for the first-order dynsmic process using a two-ferm

spproximation of the control verioble ls showm In Flg, D=6, The one-tcrm

approximation 1o obtalned by breeking the upper chenne! at the Input io
the sumning empllifier,
% . . The complete simulation dlegrem for confrol of the firet-order process
Is givan In Flg, D=7, The ldentification operetion Is simulated by using
3 . e model ldentical to the process, The peramater of the model snd the
process ere drivan by the samg source with the output of tha model es the
input to the time-verying gain generator, The controtier, given In Fig, D-6,
is Indicated es s block with its externs! Inpufe -loxol’fl, -lat,‘l'f), and
=10p, "7 ), Ao mentioned sbove, the exire factors of 10 ere needed to
compensate for mulfiplier attenuatlon,

fho time=verying peln gensrator and the controller for the second-

order dynamlc process with s four-term approximation of the coatrol veri-

&bis ere given In Fige, 08 and D-9, respectively, A model of the dynmalc

process s sgeln used to simulate Idenilficetion,

with the polynamiol genwrastor, tima-verylng geln genarstor and con=

troliar Indiceted by blocks, the complate second-order system essimes

the forw of Flg, D-10.
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